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ABSTRACT

This paper reviewed the current state-of-the-art of optimization of ensemble methods so as to provide us with a better direction of how we will conduct our research in the future. The primary aim of ensemble method is to integrate a set of models that are used for solving different tasks so as to come up with enhanced composite global model, which produces higher accuracy and reliable estimate than what can be achieved through a single model. Diversity, combination strategies, number of based classifiers, types of ensemble, and performance measures are the key factors to be considered in the build of committees. When the numbers of base classifiers become huge, ensemble methods incurred high storage space and computational time, selective ensemble is proposed by most literatures to solve these problems. In terms of optimization techniques, multi-objectives techniques have become the better ones to use due to their efficiency in terms of optimization process and they provide a set of near optimal solution instead of just a single solution. When comparing the performance of ensemble methods, most of the time, accuracy alone cannot differentiate which classifiers perform best; for this reason, other performance measures such as AUC, F-measure, TPR, TNR, FPR, FNR, RMSE were used. Based on the reviewed literatures, we concluded that in our proposed methodology we would come up with a new method for comparing and searching for relevant classifiers from a collection of models that would be used as a model for predicting the quality of water to achieve higher performance rate than other previous work.
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1.0 INTRODUCTION

Ensemble learning is a machine learning discipline in which many base classifiers are trained on given datasets in order to provide a solution to given problems [1,2,3,4]. An ensemble consists of a group of base classifiers that are trained (such as neural networks or decision trees), whose decisions are integrated for classifying new instances [4] (see Figure 1). It is sometimes referred to as a mixture of experts [5, 6], committees [7], multi-classifier systems, fusion of experts [8], selection or thinning [9]. The main aim of ensemble method is to integrate a set of models that are used for solving different tasks so as to come up with enhanced composite global model which produces higher accuracy and reliable estimate than what can be achieved through a single model [10,11,12].

Figure1: General Concept Of Ensemble Classifier

In Figure 1, data is fed into various classifiers, different outputs were obtained, and they are then combined into a single output by the combiner.

The method falls into two categories, namely homogeneous and heterogeneous ensemble; if the ensemble is made up of the same type of learning algorithm, say neural network, then it is called homogeneous, but if it is made up of more than one different learning algorithm, for example, neural
network and decision trees, then it is referred to as heterogeneous [12,7]. However, when ensemble is built with models that are homogeneous, neither high accuracy nor diversity would make the ensemble obtain higher accuracy than the individual classifiers [13]. For this reason, we are going to make use of heterogeneous ensemble.

Ensemble method is chosen because it has been proven that it produces more accurate results than when a single model is used to solve the same problem [4]. Ensemble technology was introduced to the area of data classification and has since obtained great success. In order to achieve great success with the ensemble method, two criteria are taken into consideration, which are that the ensemble should have enough diversity introduced into it, and secondly, a suitable integrated method must be chosen in order to combine the decision of the base classifiers to a single output. The term diversity refers to the fact that indicates that the base classifiers errors are uncorrelated. Diversity is typically considered as a quantified estimation of the distinction of making the same errors among models in an ensemble [14] or it can simply be put as the difference between base classifiers in the ensemble [15]. It is grouped into two: pairwise and non-pairwise [16, 12]. Their examples can be found in literatures [12, 17] such as entropy, double default measure and Q-statistic to generalize diversity measures. However, the pairwise has the drawback of not having effectiveness in measuring diversity and shows no or little relation with the accuracy of the ensemble because it only considers the difference of two models and hence, they are not valuable [14]. Others split diversity into destructive and constructive or negative and positive diversity [14]. Combination or integration method is used to combine the output of the base classifiers in the ensemble. They are categorized differently in the literature, such as fusion, selection, and hybrid [7], static and adaptive [5], utility-based and evidence-based [18], evidence, fusion, genetic algorithm, and voting based aggregation techniques [20]. Fusion based methods are the ones in which all classifiers are assumed to be of equal experience in the whole feature space, and all classifier’s decision are taken into account for any given input pattern. Examples are sum, majority voting, naïve Bayesian, neural networks, fuzzy neural networks, and fuzzy connectives among others. For selection based methods, only one classifier is needed to classify the input pattern correctly, for example, dynamic classifier selection, as suggested in [21], is one of the main methods. Hybrid Methods combine both selection and fusion techniques to provide the most suitable output to classify the input pattern. The main idea is to use selection only, and only if the best classifier is good enough to classify the test pattern, otherwise, a combination method is used. Examples are: dynamic classifier selection based on multiple classifier behavior and dynamic classifier selection based on decision templates [21]. Static combiners are independent of the feature vector. They are further subdivided into Trainable and Non trainable. The trainable combiner undergoes individual training phase to increase the ensemble performance, e.g. weighted averaging and stacked generalization. Non-trainable performs voting independently of the performance. Examples are: Borda count, averaging and voting. Adaptive means individual experts only need to perform well in their region of expertise and not on all inputs, e.g. a mixture of experts and Hierarchical mixture of experts. Utility-based is the type that does not make use of prior knowledge or evidence to make decisions, e.g. simple averaging, voting techniques while decision-based are the ones that use previous evidence to make decision, for example, Dempster-Shafer theory of evidence [22].

Other researchers suggest that the performance of the ensembles depends on two properties, which are the individual success of the base classifiers of the ensemble and the independence of the base classifier’s results from each other [23]. Another researcher suggests that the accuracy of individual models, diversity among the individual models, decision making strategy, and number of base classifiers used for constructing an ensemble [24, 14] are among the factors responsible for the success of an ensemble.

There are two types of methods in machine learning, namely supervised and unsupervised learning. In supervised learning, there are defined rules, and the outcomes are known while in unsupervised learning, the algorithm follows certain rules to learn by itself and comes up with the result.

Ensemble methods had been widely applied in many fields such as web ranking algorithm, classification and clustering, time series and regression problems, and water quality application, among others.

Throughout the process of the research, four main steps are followed: choose your data, pre-process the data, apply classifiers to the pre-process data and select the combiner to output the result. To get the best out of the chosen classifier, the data is split into training and test set [25]. Training data set
is used to build and train the model while testing set is used for validating and testing the accuracy of the model [26].

Various researchers apply optimization algorithm to the ensemble methods in order to optimize their models. The use of optimization techniques becomes necessary because certain classification problems demand a high computation or are unfeasible to solve [7]. Optimization is defined as a branch of applied mathematics that deals with the minimization or maximization of a certain function, possibly under constraints. It has evolved towards the study and application of algorithms to solve mathematical problems on computers. Today, the field adds to numerous disciplines, extending from dynamical systems and control, statistics, calculations and complexity theory. It is used in different areas such as engineering design, machine learning and information retrieval, management, finance, and economics [29]. There are various optimization techniques that are used by researchers, among which are teaching learning-based algorithm (TLBO), Ant Colony Optimization (ACO), Genetic algorithm (GA), Particle Swarm Optimization, Harmony Search and Differential Evolution, etc.

We are going to make use of water dataset in our research because the prediction of water quality has become necessary due to the fact that polluted or unhealthy water had been extremely affecting the life of human’s beings, plants and animals. This condition also leads to the outbreak of diseases. According to World Health Organization (WHO) in 1983, about 80% of all disease in human beings is water-borne [27]. Water is an essential requirement of human life and activities associated with industry, agriculture, and others, and it is considered as one of the most delicate parts of the environment [28].

2. CURRENT STUDY ON ENSEMBLE METHODS

The proposed paper by Santana et al. [7] compared the use of two optimization techniques in heterogeneous ensembles to find out whether an ensemble built with 3, 6 and 12 individual classifiers together with or without feature selection algorithm will perform better. Results showed that an ACO optimization outperformed GA in ensembles built with fewer individual classifiers while GA outperformed ACO in ensembles constructed with more individual classifiers. In paper [8], the use of Meta-learning technique and multi-objective optimization was proposed to make the ensemble system to investigate how the initial configuration of an ensemble would affect the outcome of NSGA II optimization algorithm. Results indicate that when Meta-learning is used, a more accurate ensemble system is obtained in more than 50% of the cases analyzed. An empirical investigation of Rand, Meta, and Equal was conducted, in which the lowest error rate and statistically significant result was obtained with Meta.

The author in [13] develops a heterogeneous ensemble and a framework for constructing different kinds of ensemble for classifying spam emails. Results indicate that the heterogeneous ensemble can increase diversity as well as performance when compared to individual classifiers and other ensemble models.

Meanwhile, the authors in [14] focus on examining how the ensemble accuracy was impacted by what components and the degree of their effects. Three results were found, where they found that as the number of base classifiers increases, so does the diversity. Secondly, in terms of the accuracy, as the diversity increases, the accuracy also increases when voting strategy is used. Their final finding indicates that as the number of members increase, so does accuracy and diversity but the accuracy increases even further when odd numbers are used in building the ensembles instead of even numbers.

In [30], they compared two evolutionary algorithms based on stacking ensembles optimization techniques. Result showed that ACO algorithm is more flexible in terms of meta-classifier selection, has a larger search and GA ensemble can only find the best classifier for some dataset if it is either majority voting scheme or model tree. They concluded that GA is superior in terms of accuracy than ACO while ACO is more proficient than GA.

In [31], an ensemble approach was used to develop a global optimization method for classification models that aim to improve the accuracy of many classifiers on any given dataset. Results showed an overall improvement in all the classifiers, some high and others are very low, varying between 1% to 3% depending upon the complexity of the algorithm and how it handles bias and variance.

A study by [32] predicted the Water Quality Index of Thai Chin River using an ensemble built with support vector regression with radial basis and neural network created based on truth and falsity approach using four parameters. Genetic Algorithm
was used to assign weights to the selected parameters. Experimental results indicate that the ensemble provides better performance accuracy when compared to the result of individual base classifiers.

In [33], the author applied ensemble clustering to address three problems, which are inconsistency of result, knowledge beyond data and grouping with multiple objects. Inconsistency of result is solved through calibration while multiple objectives are solved by partitioning the data selectively prior to clustering.

[34] proposes a multi-view evolutionary algorithm that used multi-objective optimization approach for improving document clustering. Three contributions were achieved; the first contribution is to use multiple views to generate an initial set of candidate clustering solution. Secondly, to combine the individual clusters from different clustering solutions and the third contribution is to use the multi-objective ranking system from NSGA II to guide the optimization.

[35] introduced selective ensembles based on TLBO algorithm that comprises of these phases. The first phase is to reduce the training set through relief algorithm to produce multiple training subsets through bootstrap technology. The training sets are trained with multiple base classifiers. RBFSVM is chosen as the classifier. Results showed an improved classification accuracy of 7.79% and a reduction of computational and storage space compared to other previous methods.

The research in [36] used an ensemble composed of seven ANN-based classifiers to predict porosity and permeability of petroleum reservoirs. Diversity was created by randomly assigning the number of hidden neurons and random selection of input data. R-Square, RMSE, and MAE statistical measures were used to compare the results. Results indicate that their methods are more efficient than using other methods such as trial and error method for determining the number of hidden neurons, and also their methods outperform the accuracy of each base classifier.

The author in [37] introduced a new method to calculate approximate gradient-based stochastic perturbation. Finding suggests that the constraints production optimization problem is solved successfully when the proposed method was combined with projected gradient methods.

An ensemble composed of eight features ranked algorithm was aimed to determine the cause of shellfish farm closure in various locations as carried out by [38]. Rain and salinity are the two main factors that indicate farm closure. Results further reveal that rain is the main cause of closure in the Southern and coastal region where land use is low whereas salinity in Northern and oceanic region where land use is high.

The approach in [39] employed a method for constructing ensemble based on SMBO. Extra computational cost was not generated at learning time by the method. Experimental result showed a generalized performance and convergence speed on 22 regressive and 39 classification data sets.

Research by [40] developed a new method for building dynamic ensemble from a collection of classifiers to predict sea water quality from spectrum channel data. GA search algorithm was used to optimize the ensemble. Experimental results were compared with SVM algorithm. Results showed that their method outperformed SVM, but the performance of the ensemble is critically affected by the quality of the population in the ensemble.

The use of the confusion matrix to compare the performance of multi-class predictive models of toxic and non-toxic class was studied by [41]. Results indicate that by converting multi classifiers confusion matrix to binary class, a simple solution was obtained that helped to analyze and categorize the performance of multi-class classifiers from a collection of models.

The research produced in [42] designed an ensemble of ANN network that determines the number of hidden neurons using randomization methods and applied it to the petroleum reservoir data set. Results indicate that their methods are more efficient than using other methods such as trial and error method for determining the number of hidden neurons, and also their methods outperform the accuracy of each base classifier.

The researchers in [43] aimed to improve random forest accuracy by optimizing large number of decision trees within the forest by choosing only uncorrelated and good trees. They improve the accuracy of the enhanced random forest through maximize of individual trees strength and minimize the correlation between the trees in the forest. An increased difference from 1% to 6% was achieved with the four experimental datasets.

3. DISCUSSION OF CURRENT STUDY
3.1 Reason for Ensembles

Among the advantages that ensemble method offers are: it reduces the probability of over fitting [44] and bias or variance error [45], it exploits the
idea that different classifiers can provide complementary information about patterns to be classified, thereby improving the effectiveness of the overall recognition process [16]. However, the ensemble method has a limitation of increased processing time of a system since they are more complex than single classifiers [7]. According to [46], ensembles models are constructed through six different sets: those that are established by (i) manipulation of the output labels, (ii) clustering, (iii) feature space, (iv) training patterns, (v) training parameters and (vi) error function.

When constructing an ensemble, the ensemble size affects the accuracy of the ensemble. If we use a smaller number of individual classifiers, the ensemble will not perform properly, whereas if we use a large number of individual classifiers, the ensemble accuracy improves but will lead to increase of storage space and computational time [8, 48]. Due to the above problem, selective or pruning ensemble was proposed by many literatures such as [23, 49, 35, and 9] that determine the optimal number of base classifiers for the construction of the ensemble system. It also reduces the complexity, storage requirements and enhances the performance of the system [50].

Some authors reported that smaller size ensemble performs better than larger size ensemble for imbalanced dataset because the individual classifiers within the ensemble are so similar to each other, that adding too many such classifiers only makes the combined classifier over-complex [51]. Some researchers made use of homogeneous ensemble while others used heterogeneous ensemble.

### 3.2 Difference among Famous Ensemble Methods

Bagging and Boosting are among the most popular ensemble methods, and one of the most frequent ways that researchers used to compare their proposed ensemble method. A number of differences exist between bagging and boosting. Bagging uses majority voting scheme while boosting uses weighted majority voting during decision-making [30]. Classifiers generated by boosting are independent of each other while that of bagging are dependent on each other [8]. In bagging, instances selected to train base classifiers were bootstrapped duplicate copies of the training data, which implies that each instance has the same chance of being in each training dataset. While in boosting, the training dataset of each subsequent classifier gradually concentrates on instances misclassified by earlier trained classifiers [6]. But Bagging has the advantage over Boosting in that it reduces variance and minimizes error [31].

### 3.3 How are Performance of Ensembles Models Evaluated or Tested against other Methods?

Generally, when researchers construct their ensemble models, the next step is to evaluate its performance with other known famous ensemble methods such as bagging, boosting and Random Forest, so as to validate its effectiveness. These models are evaluated in terms of performance measures such as Accuracy, AUC, G-mean, F-measure, TPR, TNR, FPR, FNR, Mann-Whitney rank sum test, correlation coefficient (R2), root-mean squared error (RMSE), and mean absolute error (MAE), Hypothesis Test (t – test), Wilcoxon and Friedman test, among others. AUC was used by [43, 52, 53], as it had been shown that it is statistically consistent and more discriminant than accuracy [52] and also offers better performance measure when evaluating how well a classifier can stabilize the performance between classes [15]. AUC and G-mean are widely used especially in class imbalance learning. They have the advantage over recall, precision and F-measure in that they are better indicators to show the performance trade-off between classes than overall accuracy for their insensitivity to class distributions [54]. F-Measure is used by [55] as it had been shown by [56] to be a favorable measure. R square, RMSE and MAE as well as Algebraic rules can also be used as combination strategies.

### 3.4 Ways to Create or Increase Diversity

When an ensemble is built with identical base classifiers, there will not be any improvement in terms of accuracy than when a single classification model is used [21, 46]. For an ensemble to be useful, the base classifiers to be utilized in the construction needs to have features that are termed as diversity. Diversity is created in many different ways according to the literatures studied. In bagging, diversity was created through resampling, where each training subset is kept separate from each other. In random forests, it was created by choosing alternative branches to be put in decision trees while in boosting, diversity was achieved by concentrating on where the current model makes errors; and in stacking results, a bundle of various types of models are consolidated using an alternate model, rather than just voting [15, 57]. Diversity in ANN network can be created by assigning the number of hidden neurons randomly using a randomized algorithm [42] and through Random selection of input data for each base classifier [36].
Diversity is also achieved through manipulation of training parameters by assigning different values for each of the parameters, for example in [58], different weights are assigned to the network that are used to train the base neural network. Another method to achieve diversity is by manipulation of feature space, i.e. when the base classifiers were trained with different feature subsets such as in [59, 60]. In [6], diversity in ensemble was attained by using different subsets of training data, different subsets of the available features to train each classifier (i.e. random subspace method), using different parameters for the base classifier, and using different base classifiers as the ensemble members. However, some literatures such as [61, 62] reported that measuring diversity and using it explicitly does not necessarily relate to the success of constructing ensemble, also high diversity alone does not necessarily relate to the ensemble attaining higher accuracy especially when the base classifiers have little accuracy among them [13].

Usually, the combination method determines the based model to be used, for example, if using a combination method that returns probability values, say average combiner, then one cannot use SVM or linear discriminant analysis as the base model.

3.5 Why Use Optimization Techniques?

In terms of optimization techniques, many papers used different methods. Genetic algorithm is one of the most popular algorithms and was used by [7, 31, 48] as it can deal with bigger search spaces and to look for near-optimal solutions without an exact depiction of the problem. In addition, they can undoubtedly fuse prior knowledge into the system [63]. In terms of feature selection, genetic algorithm (GA) has been shown to produce better results than other feature reduction techniques [65], as it deals with a population of solution rather than a single solution [66]. [35] used TLBO as it does not require any specific parameters to be set, has fast convergent rate, simple principle and globe optimization, [36]. PSO was used by [67], as it has the merit of not having an overlapped and mutation calculation [67] but cannot solve the problem of non-coordinated system [67]. It also suffers from high risk of getting trapped and not being able to be enhanced any further when the region explored by the particles happens to be of low quality than the earlier particle best option [68]. ACO was applied in [69] and [30], but according to [30], ACO wastes time in combining individual and meta-level classifiers and when making priority assigning as well as selection between strong and weak learners. But the evolutionary algorithms had the limitation of inability to converge on global optima [70], possibility of over-fitting [71], occasional inefficiency [72], as well as time and computational complexity [73]. In order to overcome the above problems, some authors opted to use multi-objective optimization approach such as NSGA II [48] as it enforces the search/optimization process and provides a set of near optimal solutions instead of just a single solution. In addition, when using multi-objective optimization, we can analyze the combination of the two most important objectives in the performance of an ensemble system, which are: accuracy and diversity, using two recently proposed measures [48].

3.6 Ways of Minimizing Attributes and Their Merits

To enhance the performance of models for any given dataset, selections of attributes are carried out by using a different method such as the use of feature selection or sometimes by the use of optimization techniques. Majority of literatures use feature selection as it aims to improve the quality of the obtained results in the sense that it provides different subsets of attributes for the individual classifiers, aiming to reduce redundancy, dimensionality among the attributes in the dataset and to increase diversity. Some literatures such as [7, 74, 75], used genetic algorithm and [76], ant colony optimization was used by [77] to select attributes for the base classifier. In utilizing feature selection techniques, its target is to enhance the quality of the obtained results. In the setting of ensembles, for example, feature selection techniques give diverse subsets of attributes to the base classifiers, aiming to decrease excess among the attributes of a pattern and to improve the diversity in such models [7].
4. PROPOSED ENSEMBLE METHOD

In Figure 2, a given dataset, i.e. water dataset is chosen. A set of models is then generated from pools of models that are compatible with the selected dataset. Diversity measures, for example pair wise diversity of which different types such as correlation coefficient, disagreement measure were applied so as to compute the diversity of the ensembles. Optimization techniques such as genetic algorithm and performance measure such as AUC, are applied to the dataset. Different results are then combined and compared from which a new or enhanced ensemble method would be chosen as the optimal method.

5. CONCLUSIONS

This paper reviewed several studies carried out by other researchers on ensemble models. The review work presented here provides us with the idea of how we will conduct our research using optimization techniques of ensemble methods for water quality application. Most of the researchers used heterogeneous ensemble approach in their work because it provides better performance. However, sometimes the ensemble method tends to increase storage space and computational time due to the presence of a vast number of base classifiers in the ensemble. For this reason, selective ensemble had been proposed by most literatures to tackle the drawback of the ensemble and so we choose to use it in our proposed methodology. Diversity as one of the most important factors used in the construction of ensemble is achieved through four ways, which are: using different subsets of training data, different subsets of the available features to train each classifier, different parameter values for the base classifier, and using different base classifiers as the ensemble members. In terms of optimization techniques, multi-objective techniques have become the better ones to use due to their efficiency in terms of search or optimization process and they provide a set of near optimal solution instead of just a single solution. When comparing the performance of ensemble methods, most of the time, accuracy alone cannot differentiate which classifiers performed best; for this reason, other performance measures such as AUC, FMeasure, TPR, TNR, FPR, FNR, RMSE were used. Based on the literatures reviewed, we concluded that in our proposed methodology, we would come up with a new method for comparing and searching for relevant classifiers from a collection of models that would be used as a model for predicting the quality of water to achieve higher performance rate than other previous researches.

In summary, the survey reviews a number of current issues in ensemble learning that include the identification of all the four ways of attaining diversity, current ensemble methods and their drawbacks. Among the optimization techniques, the multi optimization technique was found to be the best method. The work also discovered that the performance of the ensemble is not only measured by accuracy alone but by other techniques such as AUC, F-measure, TPR, TNR, FPR, FNR, Mann-Whitney rank sum test, correlation coefficient (R2), root-mean-squared error (RMSE), and mean absolute error (MAE), Hypothesis Test (t – test), among others.
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