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ABSTRACT 

 
EEG is an established technique that has been widely implemented in brain research. Recent innovations in 
signal processing approaches have allowed implementation of EEG beyond the clinical settings. It has been 
widely acknowledged that each individual exhibits multi-facet potential which is rooted in the brain. Hence, 
there is a possibility that these abilities are inter-related with each other. This study proposes to map the 
relationship between intelligence quotient (IQ) and brain asymmetry (BA) using EEG and intelligent signal 
processing approach. EEG-based ANN modelling has been previously developed and enhanced. The model 
is then implemented to predict three levels of IQ (low, medium and high IQ) from 51 samples with distinct 
BA indices. The indices are derived from Alpha asymmetry score. Mapping between IQ and BA revealed 
that through a systematic technique; significant relationship exists between distinct IQ levels and 
symmetrical brain indices. Findings have demonstrated that the best performance occur when subjects 
maintain relatively balanced control between the two hemispheres. Hence, by implementing feedforward 
neural network model based on EEG power ratio features, the attempt to relate IQ with BA has been 
realised with promising results.  

Keywords: Artificial Neural Network (ANN), Brain Asymmetry (BA), Electroencephalogram (EEG), 

Intelligence Quotient (IQ), Power Ratio 
 
1. INTRODUCTION

 

Electroencephalogram (EEG) is a classic non-
invasive method and cost-effective measurement 
technique for assessing physiological changes 
relating to brain function. Nowadays, the 
widespread implementation of EEG has been made 
possible due the recent advancements in knowledge, 
which parallels with technological progression. The 
EEG consists of the summed electrical activities of 
neuronal population. The intensity of collective 
neuronal activation in the brain influences the EEG 
frequency characteristics. As such, variations in the 
EEG waveform is analysed to deduce between 
normal from abnormal conditions [1].  

Nowadays, various studies on EEG signals have 
been integrated with intelligent signal processing 
(ISP) techniques; whereby information obtained 
from raw signal can be fully extracted with the 
implementation of advanced processing algorithms 
and artificial intelligence [2-4]. Lately, ANN has 
established itself as the most success modelling 

technique in biomedical applications [5-8], 
particularly in the area of pattern recognition [9]. 
The primary benefit of ANN classifiers are the 
ability to learn and generalise the solution for 
complex problems [10, 11]. 

Research findings since 1960s have shown that 
brain development is deeply connected to human 
potential [12]. It was found that the studies are not 
only focused on characterising and treating deficits 
in the abilities, but also takes into consideration on 
improving one’s ability by knowing the most 
suitable environment to stimulate such phenomenon 
[13-17]. Thus, variations in mind empowerment in 
information processing have led to individual 
differences in terms of cognitive ability. History 
have shown that intelligence quotient (IQ) test is one 
common approach in assessing individual 
differences [16, 18]. Other studies have also focused 
on brain asymmetry (BA) [19]. Indeed, brain 
functioning can be altered and performance can be 
improved invariably. Hence, this motivates 
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individuals to use the brain more effectively [12, 20-
25]. With the brain as the source of ability, mental 
performance can be optimised through training, 
which can also be related with other cognitive 
abilities [26-30].  

Asymmetries exist at all levels of the nervous 
system and this concept extensively relates to 
emotional studies [31-35]. Several studies have 
correlated brain asymmetry with higher cognitive 
processes [36, 37]. However, to date, there is still 
limited research that explores this innate human 
ability via a systematic model approach [38-40].  

Hence, this paper proposes a novel method to 
evaluate relationship between intelligence and brain 
asymmetry based on brain signals integrated with 
ANN. The IQ model was trained with Theta, Alpha 
and Beta power ratio sub-bands of IQ dataset as 
inputs vector. The analysis involves predicting IQ 
levels from brain asymmetry dataset using the 
established network model. Procedures related to the 
proposed work are explained in Section 2, followed 
by the findings in Section 3. Finally, the conclusion 
is drawn in Section 4. 

 
2. METHODOLOGY 

 
This section explains on the experiments that 

have been executed. Figure 1 illustrates the flow of 
the proposed methods.  

Figure 1:  Flow Chart on Evaluation of the Relationship 

between IQ and Brain Asymmetry. 

It consists of samples selection, data acquisition, 
and cognitive measures (IQ and BA datasets). It is 
also consists of EEG signal processing to extract 

power ratio features. This is then followed by a brief 
description on the enhancement of IQ classification 
model. Finally, the nonlinear mapping was done by 
implementing the developed model in predicting the 
IQ levels from BA dataset. This is implemented to 
evaluate the relationship between IQ and BA. Initial 
parts of the tasks have been reported previously [41, 
42].  

2.1 Samples Selection, Data Acquisition, 

Cognitive Measures And EEG Signal 

Processing 

 

The focus of this current work is to segregate 
different set of samples, which is BA dataset into 
distinct groups of brain asymmetry. Previous works 
have focused on segregation of IQ dataset into high, 
medium and low IQ levels based on distribution of 
IQ scores from Raven’s Progressive Matrices [41, 
42]. Detailed elaborations on data acquisition, EEG 
pre-processing, derivation of energy spectral density 
(ESD) and extraction of power ratio (Theta, Alpha 
and Beta) were also discussed [41]. 

In cognitive brain research, the neural efficiency 
hypothesis has been thoroughly investigated through 
the fluctuations of EEG power in the Alpha band (8–
13Hz) [43], which can also be translated into 
analysis on brain asymmetry. Thus, the computation 
of Alpha asymmetry score feature is important to 
segregate and gauge the level of brain asymmetry.  

Alpha asymmetry scores (AS) were computed 
from ESD of the Alpha band using Equation 1. 
Initially, the normalised ESD for both hemispheres 
was computed via ln-transformation. The 
asymmetry score (AS) is then computed from the 
difference of normalised magnitude between both 
hemispheres; right prefrontal (Fp2) and left 
prefrontal (Fp1) of brain as mathematically 
expressed by Equation 1.  

( ) ( )1,2, lnln FpjFpjj ESDESDAS −= .   (1) 

where j  represent brainwave frequency bands. In 

this paper, the study focused only on Alpha band. 
Since the Alpha power is inversely related to brain 
activation, higher value of the AS would indicate 
greater relative left hemisphere activation and vice 
versa.  

 
The BA indices with the respective range of AS 

is summarised in Table 1. Mappings of the AS to 
these respective indices were executed in 
MATLAB2010b. 
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Table 1: Threshold Limit of Asymmetry Score (AS) for 

Each Brain Asymmetry (BA) Index. 

BA Indices (Indicator) 
Range of Asymmetry Score 

(AS) 

1 (poorly balanced) 1 ≤ AS 

2 (moderately balanced) 0.05 ≤  AS ≤  1 

3 (highly balanced) 0 ≤ AS ≤  0.05 

 
In this work, the approximate cut-off score for 

the asymmetry index was adopted from the work by 
van Putten [44]. Thus, the lower bound for the 
index near zero reflects perfect symmetry. For 
subjects with balanced brain state, the index 
between 0.042 ± 0.005 would be acceptable and is 
adopted for index BA3 (highly balanced). Scores 
equal to or more than 1 are referred to as maximal 
asymmetry and coded with index BA1 (poorly 
balanced). For AS between 0.05 to 1, the samples 
will be coded as index BA2 (moderately balanced). 

2.2 IQ Classification Model – Network 

Enhancement And Validation Signal 

Processing 

The IQ classification model, which has been 
developed earlier, was re-trained to achieve best 
possible performance. The network was trained to 
learn the unique pattern of Theta, Alpha and Beta 
sub-bands power ratio with respect to the low, 
medium and high IQ levels [41]. Model 
development employs similar approach, but with 
extended network validation procedures using 
correlation function tests.  

Correlation tests are effective methods of 
validating identified neural networks by determining 
the whiteness of its residuals. These tests are crucial 
to ensure the performance of the identified ANN 
model. The correlation tests consist of auto-
correlation function (ACF) and cross-correlation 
function (CCF) [45]. ACF measures the similarity 
between the residual and itself, while CCF measures 
the similarity of the residuals to the actual output. It 
is common to execute the ACF and CCF between 
lags 20±  [46]. Correlation tests were done by 
shifting the signals at different lags and measuring 
the correlation coefficients between each lag. 

If a high correlation is detected, this would 
indicate that there are unmodeled dynamics that 
have not been accounted for by the MFFN. In this 
case, the MFFN model would be unacceptable. The 
MFFN model can only be accepted if the correlation 
tests meet all the necessary requirements. The ACF 
and CCF each can be mathematically expressed by 
Equation 2 and Equation 3.  

 ( ) ( ) ( )[ ] ( )τδετετθεε =−= ttE . (2) 

 ( ) ( ) ( )[ ] τεττθ ε ∀=−=   ,0ttyEy . (3) 

where, ( )τδ  is the Kronecker delta, ( )•E  is 

mathematical expectation of the correlation function, 
( )tε  is prediction error (residual between actual 

output and predicted output), τ is lag space and 

( )ty  is actual output. The Kronecker delta, ( )τδ , is 

defined as Equation 4. 

 ( )




≠

=
=

0      ,0

0       ,1

τ
τ

τδ . (4) 

 
The correlation tests are expected to attain the 

results in the Equation 4 with a certain level of 
tolerance. Hence, for the identified model to be 
accepted, the correlation coefficients should lie 
inside the 95% confidence interval limits, defined 

as, n96.1±  (where n  is the number of data 

points in particular set) for all lags [45], except at 
lag 0 for ACF test. The MFFN model can only be 
accepted when the conditions set by the correlation 
tests are satisfied. 

The successfully trained model which complies 
with the correlation requirements are then used to 
predict IQ from BA dataset. This will be further 
elaborated in Section 3. 

2.3 Mapping The IQ-BA Relationship Using IQ 

Classification Model 

As shown in Figure 1, evaluation on the 
relationship between IQ and brain asymmetry 
involves power ratio features from BA dataset that 
are fed as inputs to the established network. Power 
ratio from BA dataset were calculated using similar 
procedure as in [41]. The network will predict IQ 
level from the pattern that was previously learned. 
By taking IQ levels as references, the predicted IQ 
levels from BA dataset were then calculated in 
percentage value. Finally, bar graphs for the 
predicted IQ levels were plotted correspondingly 
with the BA index to evaluate the possible 
relationship that exists between both IQ and BA. 

 
3 RESULTS AND DISCUSSION 

 

3.1 Samples Of Brain Asymmetry Dataset And 

EEG Signal Processing 

For this study, 51 healthy students from the 
Faculty of Engineering have participated. The 
dataset comprise of 23 females and 28 males with an 
average age of 21.7. Furthermore, Alpha asymmetry 
scores (AS) approach has successfully segregated 
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samples from BA dataset into three balanced states; 
poorly (BA1), moderately (BA2) and highly 
balanced (BA3). 

As for the IQ dataset, the detailed elaboration on 
sample distribution, as well as pattern of ESD and 
power ratio features (Theta, Alpha and Beta) 
corresponding to low, medium and high IQ levels 
have been described in previous work [41]. 

3.2 Enhancement And Validation Of The IQ 

Classification Model  

Input layer consists of 3 neurons, which represent 
the EEG features of Theta, Alpha and Beta PR 
measured from the left prefrontal cortex. The output 
layer consists of single neuron which delivers the 
three distinct IQ levels as the computed result. 
Network training has been optimised with single 
hidden layer which comprises of 6 neurons.  

Table 2 tabulates the improved final network 
which consists of accuracy and mean squared error 
(MSE) for training, testing and validation dataset. 
The network model yielded higher accuracy with 
minimal error (approximately zero) for training, 
validation and testing. Furthermore, it was found 
that previous percentage of testing accuracy was 
88.89% [41], compared to the current network, 
which attained 94.44%.  

Table 2: Classification Accuracy and Mean Squared 

Error in Training, Validation and Testing of Final 

Network Model. 

Performance 

Measures 

Dataset 

Training Validation Testing 

Accuracy (%) 100 94.44 94.44 

Mean squared 
error (MSE) 

0.0119 0.0777 0.0355 

Meanwhile, Table 3 shows the precision and 
sensitivity for each IQ level during training, 
validation and testing. For the current network, one 
data from IQ level 2 of the validation dataset was 
misclassified to IQ level 3. Similar finding was also 
observed for the testing dataset. Hence, sensitivity of 
IQ level 2 during testing has improved to 80% 
compared to the previous finding; in which the 
sensitivity was at 60%.  

 

 

 

Table 3: Performance Matrix Parameters which are 

Precision and Sensitivity in Training, Testing and 

Validation for Three IQ Levels. 

IQ 

Level 

Datasets 

Training Validation Testing 

P
re

ci
si

on
 (

%
) 

S
en

si
ti

vi
ty

 (
%

) 

P
re

ci
si

on
 (

%
) 

S
en

si
ti

vi
ty

 (
%

) 

P
re

ci
si

on
 (

%
) 

S
en

si
ti

vi
ty

 (
%

) 

1 100 100 100 100 100 100 

2 100 100 100 87.5 100 80 

3 100 100 85.7 100 88.9 100 

 
In general, the network model is considered 

sufficiently trained when the output error during 
training is minimal (MSE = 0.0119) [47-49], and has 
generalised well with low error (MSE = 0.0355) for 
the testing dataset [48, 50]. Hence, this indicates a 
good model fit and well-trained network, which can 
predict distinct IQ levels from PR sub band features 
with minimal error. 

Furthermore, as mentioned in Section 2.2, 
correlation function tests were utilised to assess the 
validity of the model. The results were plotted in 
terms of auto-correlation function (ACF) and cross-
correlation function (CCF), each in Figures 2(a) and 
2(b), respectively. Results of ACF tests for training, 
validation and testing are as shown in Figure 2(a). It 
can be observed that the maximum correlation 
coefficient for ACF is 1 at lag 0 ( 0=τ ). 
Furthermore, correlation coefficients for other lags 
were distributed within the 95% confidence limit. 
The results were in agreement with the white noise 
auto-correlation definition where ( ) 1=τδ  when 

0=τ , and ( ) 0=τδ  when 0≠τ . Findings for CCF 

test as depicted in Figure 2(b) shows that correlation 
coefficients were within the boundary of 95% 
confidence limit for all lags except at 0=τ  in 
training dataset. Whereas, the validation and testing 
datasets showed that coefficients of cross-correlation 
are within the boundary of 95% confidence limit for 
all lags. These findings suggested that the residuals 
were uncorrelated with the actual output for all lags. 
Overall, the correlation tests on the network model 
revealed that the model is valid and acceptable for 
practical implementation. 

 

 

unclassified
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Figure 2:  (a) ACF and (b) CCF Tests During Training, 

Validation, and Testing of Network Model. 

   
3.3 Evaluation On The Relationship Between 

IQ And BA Using IQ Classification Model 

 
The distributions of predicted IQ levels from BA 

dataset are as depicted in Figure 3. It can be 
observed that IQ levels for 48 out of 50 samples 
were successfully predicted between the ranges of 
threshold limit from 0.5 to 3.5. These are marked 
with asterisks (*). After employing the threshold, it 

is observed that two samples, who are sample 
number 10 and 26 have predicted IQ over the limit 
of 3.5. Therefore, the predicted IQ falls to zero, 
which were considered as unclassified IQ.  

 

 

 

Figure 3:  Predicted IQ Levels from BA Dataset using 

Power Ratio Features with IQ Classification Model. 

Subsequently, Figure 4 shows the relationship 
between both cognitive abilities; IQ levels (low, 
medium, high) and BA indices (BA1-poorly 
balanced, BA2-moderately balanced and BA3-
highly balanced).  

Figure 4:  Relationship between BA Indices; (Poorly 

Balanced, Moderately Balanced, and Highly Balanced) 

and Distinct IQ Levels using Power Ratio Features.  

 
Results have revealed that low IQ level is 

dominant compared to the other two IQ levels. 
Percentage of samples in poorly balanced shows a 
decreasing pattern with increasing intelligence 
levels. Similar trend was observed in moderately 
balanced state. However, the difference between low 
and medium IQ levels was not that significant. As 
expected, percentage of high IQ levels was 
dominant in highly balanced state. Furthermore, no 
sample was mapped to low IQ level in highly 
balanced condition. This indicates that best IQ can 
be obtained when samples maintain relatively 
balanced control between the two hemispheres. 
Hence, the findings revealed that through a 
systematic technique; significant relationship exists 
between distinct IQ levels and symmetrical brain 
indices which lead to continuous attempt to use the 
brain more effectively [12, 20-25]. 

 
4 CONCLUSION 
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The proposed study has been proven that the 

mapping between IQ and brain asymmetry using IQ 
classification model is realisable with promising 
results. As such, the different symmetrical brain 
conditions can be mapped to distinct IQ levels using 
the PR features with the established network model. 
Findings have demonstrated that the best 
performance occurs when subjects maintain 
relatively balanced control between the two 
hemispheres.  
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