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ABSTRACT 
 

Collaborative filtering (CF) approach comprises of several well-known techniques which successful in 
creating personalized recommendations.  Singular Value Decomposition (SVD) based technique is the 
dominant class of CF techniques.  The techniques rooted from SVD concept mostly return the high 
accuracy recommendation results than others.  These SVD-based techniques are come up with the concept 
of model-based CF techniques, in which the relationship of historical ratings between users and items are 
learned.  The learning processes usually perform in off-line mode.  The model parameters are assessed 
according to this off-line process for constructing the knowledge models which are further use in on-line 
recommendation environments.  However, the accuracy of the SVD-based technique is reduced according 
to the increasing number of solutions that they have to evaluate compared with the steady number of 
knowledge that they have learned, namely users-items sparse problem.  On the other hand, the memory-
based CF techniques are also suggested in literatures.  These techniques are relied on collecting knowledge 
about ratings between users and items in computational area and re-computing the entire knowledge every 
time when the recommendations are called for.  Thus, the users-items sparse problem is not an obstructer 
for memory-based CF techniques, because the new knowledge is always encompassed to the fundamental 
knowledge.     Even though, memory-based CF techniques do not cause of difficulty in the users-items 
sparse problem, they impractical for implementing in on-line environment.   Because of memory-based CF 
techniques take a lot of time for estimating just only one recommendation result.  Hence, this paper 
proposed a hybrid of SVD-based technique and memory-based technique for CF.   A regression analysis 
algorithm is proposed as a memory-based CF technique. The incremental update method with linear time 
refreshment also presented in this paper for making the practical on-line knowledge maintenance.  The 
empirical experiment was established.  The accuracy results acquired from the hybrid between the 
revolutionary RSVD technique and the proposed linear regression analysis with incremental update method 
depicted the highest accuracy, especially in users-items sparse situations.   

Keywords: Recommender Systems, Collaborative Filtering, Singular Value Decomposition, Incremental 
Update, Users-Items Sparse Problem 

 
1. INTRODUCTION  
 

In recent years, large amount of people access 
information stored in an internet every day for 
searching information which they interested in.  
Normally, the results returned from the 
conventional information retrieval systems are a ton 
of irrelevant information.  It is, therefore, this 
information requires an evaluation with the help of 
expert knowledge to make its more meaningful.  
Recommender systems are known as computer-
based systems for dealing with the problem of 
information overload by providing personalized 

recommendations of items (such as services or 
goods) to their users [1, 2, 3].  The recommended 
results of these systems are relied on the predicted 
rating scores of the items that have not been seen 
by their users.   

Collaborative filtering (CF) is the most 
successful approach for building such a 
personalized recommendation [1, 2, 3, 5].  It uses 
the known historical rated scores from of other 
users for evaluated the estimated rating scores for 
unknown items to its current users.  Various 
techniques have been developed to address their 
recommended solutions based on CF concept.  
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These techniques can be categorized into two 
categories [1, 2]: memory-based CF techniques and 
model-based CF techniques.   

Memory-based CF techniques normally make 
their prediction relied on similarities measurements 
between users and/or items.  Many techniques have 
been used to compute the similarity such as 
correlation-based approach and cosine-based 
approach [2, 6, 7].  The historical database 
represents relationships between users and items 
with the corresponding rating scores are corrected 
in form of users-items rating matrix.  This entire 
rating matrix is fitted into the calculation area (or 
memory).  The similarity calculation algorithm is 
called for every time their users facing with their 
new situations.  The main advantage of memory-
based CF approach is an easy of implementation.  
In addition, a new knowledge about users' rating 
scores is combined into the users-items matrix and 
it is available for using in the next evaluation.  
Hence, the systems' knowledge is refreshing all the 
time.  However, this approach is not reasonable for 
online system.  Because the rating prediction 
process for producing a single recommendation 
solution must be performed over all elements 
collected in users-items rating matrix [2], this 
computation consumes a significant processing 
time.   Besides, the whole users-items rating matrix 
must be preserved in the memory all the time. 

Model-based CF techniques relied on the 
concept of pre-constructed rating prediction model, 
which represents the behavior of the users 
assembled from users-items rating matrix, 
according to off-line learning algorithms. Several 
learning algorithms have been studied for 
establishing the model, e.g., clustering [4, 7], graph 
theory, Bayesian classifiers, artificial neural 
networks, SVD-base techniques [8, 9, 11].  The 
model parameters are figured out from the primitive 
users-items rating matrix at the learning time.  The 
overall size of these model parameters is smaller 
than the entire users-items rating matrix.  When the 
recommendation is asked for, these model 
parameters are combined in order to estimate the 
rating score for new face of item of the user.  This 
rating prediction process is faster than memory-
based CF techniques, because it performs over the 
less volume elements.  In addition, the prediction 
results acquired from model-based CF techniques 
produce high quality recommendations than the 
memory-based CF algorithms.  However, it is 
constrained by the time consuming for knowledge 
refreshing process.  Generally, the new rated scores 
made after the learning time are not combined until 
the next off-line learning process.   Because of the 

learning process for construction of model requires 
a considerable amount of time.  This problem may 
cause the less accuracy recommendation results, 
when the number of ratings that need to be 
predicted are very large compared with the number 
of rating scores encountered at the learning process.  
This problem is named as users-items sparse 
problem.  [2]. 

To alleviate with the above problems, SVD- 
based techniques, which are outstanding techniques 
in model-based CF techniques [3], have been 
studied.  In addition, the linear regression technique 
with the proposed linear time incremental update 
algorithm is introduced in this paper.  This 
knowledge refreshing process is relied on the 
memory-based CF techniques which simple enough 
to incorporated into conventional SVD-based 
techniques for practical using in online 
recommendation environments.  Thus, both of 
memory-based CF techniques and model-based CF 
techniques are combined for taking some 
advantages of both approaches.  Moreover, the 
accuracy for the users-items sparse problem is 
improved because of the complement of 
recommendation systems knowledge. 

 The remaining of this paper is organized as 
follows.  Section 2 explains about related works 
and Section 3 presents some proposed ideas.  
Section 4 exhibits the experimental results along 
with discussions.  In addition, Section 5 accounts 
for conclusions and some final thoughts. 
 
2. RELATED WORKS  
 

     The main concept of CF is to collect the 
database representing historical relationships 
between users and items with the corresponding 
rating scores in form of users-items rating 
matrix, hereafter referred to as matrix .  A size 
of matrix  is an   matrix, where   be the 
number of users and  be the number of items. 
An element  is a rating score of user  over 
item .  The value of  is said to be a rated 
element, if a user  has been rated on an item . 

One of the successful CF techniques [3] are 
SVD-based techniques which are inspired by an 
effective matrix factorization technique rooted 
from natural language processing research 
domain [3, 8,  9, 10, 11, 12].  Several SVD-based 
techniques such as the RSVD [9], the improved 
RSVD model [10], and a revolution SVD [12] 
are investigated.   

  According to a learning process, matrix  is 
factorized to smaller matrices.  The re-
composition of these factorized matrices acquires 
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an estimated users-items rating, hereafter 
referred to as matrix .   The learning process 
iterates until the values of the estimated rated 
elements are almost equal to rated elements, or 

.   
   

3.1  Regular SVD technique (RSVD) 
In the RSVD technique [9], each item was 

represented by a set of aspects and each user was 
represented by a set of values indicating their 
preference for various aspects of the items.  A 
baseline estimation for an unknown rating ( ) 
was assigned as  
 

       (1) 
 

where  and  were model parameters that 
factorized from matrix .  The size of  and  were 

 and , respectively.  A variable  was 
an appropriate size of factorizing matrices acquired 
from learning process.  The values of  and  were 
specified according to the learning process by 
minimizing the least square errors function  

 .  In addition, 
the regular term  was added to 
avoid over-fitting by penalizing the magnitudes of 
the parameters.  The optimization function for this 
learning process was given as 
 

  

   
An iterative gradient descent method on the value 
of training loss ( ) was taken into account in 
RSVD learning process for estimating the model 
parameters.  The value of  could be computed as  

.  The gradient 
of  was given as 
 

     
  

 
The learning process iterated for modifies the 
parameters by a magnitude proportional to a 
constant  in the opposite direction of the gradient, 
yielding 
 

          
        

The values of  and  were set to  and 
, respectively [8, 9, 11].  The learning process 

repeated for setting the model parameters until the 
terminal conditions were reached. There was no 
explicit termination condition, but the algorithm 
normally loops until the error rate ( ) was close 
to zero.  The time complexity of this learning 
algorithm was  or approximately . 

   
3.2 The improved RSVD technique   

The improved RSVD technique [11] extends 
the prediction accuracy of RSVD technique by 
adding some bias parameters to RSVD model.  The 
parameters to indicate the observed bias of both a 
user , denoted by , and an observed bias over a 
item , denoted by .  The baseline estimation was 
established as 

 
                                (2) 
 
where  was the average of all known rating values 
and , ,  and  were model parameters whose 
value was specified according to the learning 
process.  
 

   

 
A training loss of this learning process was 

.  
Thus, the gradient of this  could be computed as 
 

      
      

       
       

 
The learning process also performs as RSVD 
learning technique for modifies the parameters by a 
magnitude proportional to a constant  in the 
opposite direction of the gradient, yielding 
 

    
    
    
   

The learning process also iterated until the error 
rate was closed to zero.  The time complexity of 
this learning algorithm was approximately .  



       Journal of Theoretical and Applied Information Technology 
20th October  2015.  Vol. 80 No.2 

                                                                  © 2005 - 2015 JATIT & LLS.  All rights reserved.                                                                                                                                      
 

ISSN: 1992-8645                                                       www.jatit.org                                                          E-ISSN: 1817-3195 

 
250 

 

In addition, the results returned from the improved 
RSVD technique were higher accuracy than the 
RSVD technique. 

 
3.3 The revolutionary RSVD technique  

A user-item rating matrix was decomposed 
[12]  in two aspects, namely, the knowledge with 
respect to the user point of view ( ) and the 
knowledge gathered from other users’ point of view 
( ).  Finally, all constructive knowledge was 
encapsulated and ported to the client agent as prior 
knowledge. An estimation equation of rating score 
prediction was formulated as 

 
          (3) 
 

Thus, the variables in Equation (1) could be 
expressed to accommodate as 

                             (4) 
                               (5) 

where  and  were a average rating score of 
made by a user   and a average rating score of 
made on an  item  acquired from a learning 
process, respectively.  The  and  denote 
knowledge with respect to the user’s point of view 
and knowledge gathering from other users’ point of 
view, respectively. 

 
   

 
 

The model parameters with respect to the user’s 
point of view ( ), i.e.  ,  and , were 
specified according to the learning process by 
utilizing a minimized squared error function as 

      

  
A training lose of this learning process was 

.  Thus, the 
gradient of this  could be computed as 
 

      
    

  
  

In addition, the other model parameters with 
respect to knowledge gathering from other users’ 
point of view ( ), i.e.  ,   and   were also 

specified according to the learning process by 
utilizing a minimized squared error function as 

      

 
A training loss of this learning process was 

.  Thus, the 
gradient of this  could be computed as 
 

  
      

   
 
In contrast with the RSVD and the improved 

RSVD, the revolution RSVD learning algorithm 
states the termination condition based on the value 
of Mean Average Error (MAE), which was the 
average absolute errors corresponding to actual 
ratings-prediction pairs, along with their average 
[2].   

          (6) 
 
The lower MAE value indicated the more 

accuracy of the prediction results. The appropriate 
value of the termination condition was established 
in [12] as the iteration must be performed until 
MAE<= 0.50. This algorithm returned the highest 
accuracy results comparing with the RSVD and the 
improved RSVD.  The time complexity for its eager 
learning process was also . In addition, the 
incremental process was also proposed.  However, 
the accuracy in case of the sparse situations needed 
some improvements for achieving the higher 
accuracy values.    

 
3.4 Regression-based technique 

Regression analysis was a technique for 
finding the relationship between a dependent 
variable and one or more independent variables.  In 
[13], the relationship between two rated items was 
studied as 

 
         (7) 

     
where  was stated as an independent variable.  
There were two regression analysis constants 
values, i.e.,    and  , which were assigned 
their values by using the minimization of the mean 
squared error.  Besides, an estimation equation for 
rating score prediction was formulated as 
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          (8) 

 
where  was the weight of an item  depended 
on an . 

Even though, the simple linear regression 
technique ordinarily was classified into model-
based CF approach in the literatures [2], it was 
simple enough for implementing it as if a memory-
based CF approaches.  Because the time complexity 
of this learning algorithm was  approximately  

  which was less than the time complexity for 
implementing SVD-based techniques. 

 
3. PROPOSED APPROACH 
 

In this paper, we propose the hybrid technique 
which is the combination of SVD-based techniques 
and the linear regression analysis technique.  An 
estimation equation of rating score prediction 
proposed in this paper is formulated as 

 
  (9) 

where 
  be an estimated  rating score evaluated 

from SVD-based technique described in the 
literature reviews 

   be an estimated  rating score evaluated 
from the proposed  linear regression 
technique   
 

3.1 A generalized of SVD-based techniques for 
rating scores evaluation 
        In this paper several SVD-based techniques 
have been studied, the generalized algorithm for the 
learning process to calculate all model parameters 
is summarized as following. 
- Initial model parameters  

(such as  and  , etc.) 
- DO 

     
i.  

ii.  
- Evaluate  model 

parameters  
iii.  

  
         
 Calculate   

-   LOOP  UNTIL  

 
As mentioned in the literatures [12], the SVD-based 
techniques are categorized into model-based CF 
techniques.   All model parameters have been 
specified their values according to the off-line 
learning process.  The learning algorithm normally 
evaluates its model parameters by applying a 
magnitude proportional to a constant  in the 
opposite direction of the gradient.  Accroding to 
[18], the values of ,  and LimitError are set to 
0.005, 0.02 and 0.5, respectively.  The time 
complexity of this algorithm costs . 
 
3.2 A linear regression analysis algorithm for rating 
scores evaluation 

In order to present the proposed linear 
regression analysis technique for dealing with CF 
recommended rating scores, some terminologies are 
defined for subsequently use as following.   
 

For any user , historical  rated values 
collected in  matrix  are transformed into 
matrix  .   be a rated value of an user  
made on an item  at decision making round 

.  In addition, matrix  is created for 
collecting average rating scores of items 
which have been rated by a user , where   
be an average rating score of an item  that 
users  sort out the solution at rounds  

 
First of all, the pre-processing is taken into account 
for creating a matrix   and a matrix .  The values 
of decision making rounds are sorted corresponding 
to the values of item index .   For illustrating the 
meaning of these terminologies, an example of 
user-item rating matrix is shown as Figure 1.   
 
 
 

User/item i=1 … i=24  i=25         i=26 …  i=n  
u=1         
u=2         
u=1         
…         
U 2  5 3 4    
…         

u=m         
         
 2.4  3.5 4.0 3.2    

 
Figure 1: An example of user-item rating matrix 
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Suppose user   has been rated on items 1, 24, 25 
and 26 with the rated values 2, 5, 3 and 4, 
respectively.  The historical rated values in matrix  

 are converted to a matrix .  Besides, the 
corresponding average rating scores of those rated 
elements are assigned to a matrix .    The 
transformation of this example is demonstrated in 
Figure 2. 
 

 
 

an index of the 
corresponding rated 

item   
 
 

  
 

 1 2  2.4 
 24 5  3.5 
 25 3  4.0 
 26 4  3.2 

 
Figure 2: An example of matrix   and a matrix   

of a user U 
 

The linear regression analysis for estimating 
rating score is proposed as

   (10) 
where  is the average rating score of an item .   
and  are linear regression variables which can be 
calculated as follow: 

  

          (11) 

  
              (12) 

A simple linear regression analysis algorithm 
for a user U can be stated as follow: 

  
  

 /*Average values calculation */ 
i. Initial  and  

ii.  
   
   

iii.  
iv.  
v.   

 
   /* Regression parameters calculation*/ 

i. Initial  and  
ii.  
           
  

iii.  

iv.  

v.  
  END FOR 

The time complexity of this simple linear 
regression analysis for one user takes .  Since 
the user of recommender system are   users, this 
overall calculation process approximately costs 

.  Thus, this algorithm can be classified into 
polynomial time algorithm. 

As mentioned in the earlier section, the 
memory-based CF techniques refreshing their 
knowledge by re-calculating their parameters every 
time for making their evaluation.  However, re-
calculating regression parameters via simple linear 
regression analysis by an Equation (11) and an 
Equation (12) for one user takes linear time 
computation.   The main iterations for refreshment 
mainly cause from average values evaluation part 
and an  evaluation. In this paper, we try to reduce 
the processing time of these refreshment processes 
by re-formulate an average evaluation equation and 
an Equation (11) .  

 
3.2.1 A constant time refreshment for an 

average value calculation 
In this paper, there are many equations dealing 

with their variables in form of average values.   An 
average can be generally computed as 
 

          (13) 

 
where  and .  An 
average value of this general set is denoted as . 

When the new set of elements 
( , ) is added 
into set , the conventional refreshing process takes 

 computation time. 
However, the complexity of an average 

calculation process can be reduced as 
 

   (14) 

  
where  and  be an average value of set  
with size  and an average value of set  with size 

.  This refreshment process costs , which 
is a constant time computation. 

 
3.2.2 A constant time refreshment for 

regression parameters calculation 
The main iterations for refreshment regression 

parameters causes from an  evaluation. Thus, an 
Equation (8) is reformulated as followings. 
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Thus, an Equation (11) is changed to 
 

      (15) 

 
Then, let assign cached information collected in 
memory which are four  matrices.  These 
matrices are ,  and .  
 

  
 Let  be ,   be 

    be   
and  be .   

 
It is, therefore, the refreshment process for 
regression parameters can be performed by means 
of incremental update.  The time complexity of this 
process is reduced to , which is also a constant 
time computation. 
 

3.2.3 A proposed linear time refreshment for 
regression parameters calculation 

A linear regression analysis refreshment 
algorithm, which relied on incremental update and 
collecting some cached information, for a user  
can be described as follows: 

 
 
 
 
 
 
 

 
/* Average values refreshment process*/ 
1)  

2)                             

 
/* Regression parameters refreshment process*/ 

1)   
2)   
3)  
4)  

5)  

6)  
 
 

The time complexity of the refreshment for one 
user takes .  Since the user of recommender 
system are   users, this overall calculation process 
costs  . Thus, this algorithm can be classified 
into linear time algorithm. 
 
4.  RESULTS AND DISCUSSION 
 

In this study, we used MovieLens [14] 
datasets which contained data corresponding to 
movie ratings collected from the MovieLens 
recommender system (http://movielens.umn.edu). 
We randomly divided the dataset into the training 
subsets and testing subsets.  The percentage of the 
training sets were varied from 10%-90%.  Thus, 
there were nine situations which were taken into 
account in this empirical experiment.  The 
highlighted of this experiment was on the low 
percentage of training subsets which were classified 
in the users-items sparse problem. 

We applied a proposed linear regression 
analysis with an incremental update method to 
several SVD-based techniques, which was stated in 
[2] as the successful class of CF.   The different 
techniques found in the literatures, i.e., the RSVD, 
the improved RSVD, and the revolutionary RSVD, 
were selected as a benchmark techniques.  We used 
a MAE value which was presented in an Equation 
(6) as an accuracy evaluation measurement. The 
lower MAE value implied the higher accuracy 
acquired from the recommender system.  The 
results of the experiments were shown as following.  
The range of MAE values that focused on were 
0.80-0.65. 
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Figure 3. A comparison of accuracy between 
the RSVD and the RSVD with regression 
analysis  

As shown in Figure 3, the accuracy results return 
from RSVD technique were higher than the focused 
range in case of 10% and 20%  of training data sets.  
The MAE values acquired from both 10% and 20%  
of training data sets were  4.99  (as shown in Table 
1), which were significantly higher that the range of 
MAE values that we focused on.  Thus, these could 
be said that the primitive RSVD technique did not 
good enough for working under the users-items 
sparse problem.  On the other hand, a hybrid of a 
linear regression analysis technique proposed in 
this paper and the RSVD technique reported with 
the higher accuracy than the primitive RSVD in 
every aspects. Especially, for the low percentage of 
training subsets, this hybrid technique produced the 
notably greater accuracy outcomes than the results 
of primitive RSVD technique. 
 

 
 
Figure 4. A comparison of accuracy between the 

improved RSVD and the improved RSVD 
with regression analysis 

 

In addition, another experiment was conducted for 
testing the accuracy of rating prediction results 
acquired from applying a linear regression analysis 
technique with an incremental update method to the 
improved RSVD technique.  As can be seen in 
Figure 4, the results returned from this hybrid 
technique were also higher quality than the results 
achieved from a primitive improved RSVD 
technique.   
 
 

 
 

Figure 5. A comparison of accuracy between the 
revolutionary RSVD and a  revolutionary 
RSVD with regression analysis 

 
Moreover, the results in Figure 5 depicted that the 
rating prediction results returned from a hybrid of 
the revolutionary RSVD and a proposed linear 
regression analysis with an incremental update 
method presented the lowest MAE values in the 
users-items sparse problem (in case of 10%-40% of 
training data sets). 
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Table 1. An evaluation of MAE according to different size of training/testing sets 
 

10% 20% 30% 40% 50% 60% 70% 80% 90% 

RSVD 4.9991 4.9998 0.7748 0.7580 0.7376 0.7338 0.7317 0.7111 0.6949 

Improved RSVD 0.7556 0.7342 0.7263 0.7165 0.7141 0.7081 0.7034 0.6988 0.6836 

Revolutionary RSVD  0.7514 0.7246 0.7126 0.6974 0.6863 0.6807 0.6720 0.6664 0.6615 

 RSVD  with Regression 
Analysis 0.7340 0.7130 0.7034 0.6922 0.6824 0.6805 0.6757 0.6682 0.6616 

Improved RSVD with 
Regression Analysis 0.7355 0.7150 0.7089 0.7041 0.6984 0.6987 0.6972 0.6917 0.6895 

Revolutionary RSVD  
with Regression 
Analysis 

0.7233 0.7087 0.7027 0.6919 0.6828 0.6812 0.6754 0.6686 0.6624 

 
Table 1 was shown the numerical values of 

MAE according to different size of training/testing 
sets of every experiment performed in this section.  
The accuracy of the results acquired from the 
hybrid of the revolutionary RSVD technique and a 
regression analysis technique with an incremental 
update method were prominent accuracy than 
others in case of the low percentage of training 
subsets.  However, for the normal situation in 
which the size of training sets were almost equal or 
bigger than the test sets, this hybrid method also 
produced the comparable accuracy results to others.  
Thus, it could be concluded that the hybrid of the 
revolutionary RSVD technique and a regression 
analysis technique with an incremental update 
method was better enough to deal with both normal 
situation and the users-items sparse problem. 
 
5.  CONCLUSIONS 
 

In order to address the users-items sparse 
problem which are the problem in CF approach, 
this paper proposes a technique which combines 
techniques from both memory-based CF and 
model-based CF approach to take advantages of 
both approaches. SVD-based techniques, which are 
successful techniques in memory-based CF 
approach, are investigated to enhance their 
capability by adding knowledge refreshing 
function.  The simple linear regression technique 
with the proposed knowledge refreshing technique 
is incorporated into SVD-based techniques.  From 
the empirical experiment, it can be concluded that 

the hybrid of the revolutionary RSVD technique 
and a regression analysis technique with an 
incremental update method returns the accuracy 
results in every aspect of training subsets.  Besides, 
this proposed technique can reduce the time 
complexity for a refreshment process of overall 
recommendations into linear time complexity by 
taking an advantage of incremental update process.  

Furthermore, we would like to evaluate our 
proposed technique on dataset of domains other 
than movies, such as BookCrossing dataset. In 
order to confirm that it can be applied in other 
domains. 
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