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ABSTRACT 

 

The main focus from one of the problems in computer networks is computer security systems because of 

the high threat of attack from the internet in recent years. Therefore, an Intrusion Detection System (IDS) 

that monitors the traffic of computer networks and oversight of suspicious activities in a computer network 

is required. Research on intrusion detection system have been carried out. Several researches have used 

artificial neural networks combined with a fuzzy clustering method to detect attacks. However, there is an 

issue that arise from the use of such algorithms. A single artificial neural network can produce overfitting 

on intrusion detection system output. This research used two methods of artificial neural networks, namely 

Lavenberg-Marquardt and Quasi-Newton to overcome that issue. Both algorithms are used to detect 

computer networks from attack. In addition, the use Possibilistic Fuzzy C-Means (PFCM) before going into 

the neural network ensemble with simple average. Then on the output, Naive Bayesian classification 

method is used. Dataset used in the research were NSL-KDD dataset which is an improvement of KDD 

Cup'99. KDDTrain+ used for training data and KDDTest+ for testing data. Evaluation results show good 

precision in detection of DoS (89.82%), R2L (75.78%), normal (72.25%) and Probe (70.70%). However, 

U2R just get 14.62%. At recall, good results achieved by normal state (91.44%), Probe (87.11%) and DoS 

(83.31%). Low results occurred in U2R (9.50%) and R2L (6.14%). Meanwhile, lowest accuracy on normal 

category (81.18%) and highest in U2R (98.70%). The results showed that the neural network ensemble 

method produces a better average accuracy than previous researches, amounting to 90.85%. 
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1. INTRODUCTION  

Computer security systems in recent years 

has been the main focus from one of the problems 

in computer networks because of the high threat of 

attack from the internet. Types of attacks are often 

carried out on a system is a Denial of Service 

(DoS), Remote to user Attacks (R2L), User to Root 

Attacks (U2R) and Probing (PRB) [1,3]. Based on 

survey data of CSI (Computer Security Institute) in 

2010/ 2011 shows that many companies are using 

the security system, in which 62.4% of companies 

employ advanced IDS (Intrusion Detection System) 

[2,4]. 

IDS is a system that monitors the traffic of 

computer networks and oversight of suspicious 

activities in a computer network. There are several 

approaches used in IDS, the signature-based IDS 

and anomaly-based IDS. Signature-based IDS using 

attack pattern database to detect attacks. The 

disadvantage is it must be update to detect new 

attack patterns. It would be very inconvenient for 

network traffic speed that so fast, especially on 

website traffic. Thus required a system capable of 

learning from past patterns of attack. 

Anomaly-based IDS cover the weaknesses 

of signature-based IDS. This type of IDS detect by 

checking the traffic on the network and then 

compare it to the normal state of the system that had 

previously been defined by the administrator. ANN 

methods (Artificial Neural Network) is one of the 

Anomaly-based IDS systems. It able to learn from 

the past attack patterns to be able to detect new 

attack patterns. 

In recent years there has been much 

research on using the IDS that include intelligent 

systems. Faraoun and Boukelif uses k-means 

clustering and neural network backpropagation 

gradient descent with momentum. The conclusion is 

the DoS detection rate can reach 97.23%, 96.63% 

PRB, R2L U2R 30.97% and 87.71%. R2L detection 

rate is very low and there is no precision [5]. R2L 
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result is low might be due to the use of k-means 

clustering. It can not handle outlier data [6]. 

Next research come from Gang Wang and 

colleagues. In that research, it used fuzzy c-means 

clustering and neural network gradient descent with 

momentum and final output using fuzzy 

aggregation. The results show that the highest 

precision at DoS, 99.91% but there is a lowest 

precision at PRB, 48.12% [7]. PRB result is low 

because the use of fuzzy c-means clustering. It can 

not handle outlier data [8]. Moreover, fuzzy 

aggregation has problem with subjective 

membership function [9]. 

All of researches above use KDD Cup’99 

dataset. Tavallaee and colleagues have analyzed the 

KDD Cup’99 dataset. The research shows that there 

are some weaknesses in the KDD Cup’99 dataset. 

First, a lot of redundant data (78% and 75% on train 

and test). Second, the dataset must be random to 

generated a good evaluation [10]. 

Tavallaee and colleagues also generates 

NSL-KDD dataset which is a refinement of the 

KDD Cup’99 dataset. They use 7 methods with the 

highest accuracy is NB Tree, 82.02% [10]. 

However, the results of the evaluation without 

precision and recall. 

Based on Tavallaee and colleagues’s 

research, Panda and colleagues used the refinement 

of Naive Bayes method. It called Discriminative 

Multinomial Naive Bayes combined with Random 

Projection. The results showed accuracy of 81.47% 

[11]. However, the research only classify normal 

and attack regardless of the type of attack. 

Other research from Najafi and Afsharchi 

[12] which uses Tree Augmented Naive Bayesian 

method with NSL-KDD dataset. Good precision 

and recall results with an average of 90% more. 

However, the results are very bad from U2R 

categories, that is 0%. 

Research from Govindarajan and 

colleagues [13] using a combined method of SVM 

and RBF and using NSL-KDD dataset. The results 

showed accuracy of 85.19%. Meanwhile, precision 

and recall are not evaluated. 

In order to achieve better IDS, researchers 

must solve “how to overcome overfitting problem 

and outlier data?” In this paper, researchers want to 

know if “the use of neural network ensemble (using 

Lavenberg-Marquardt and Quasi-Newton), 

Possibilistic Fuzzy C-Means and Naive Bayesian 

can overcome overfitting problem and outlier data”. 

Based on the above explanation, this 

research proposed a better model of IDS. 

Researchers attempt to make new framework with a 

new method as well to address weaknesses in the 

system that have been made previously. It combines 

methods from previous research based on 

refinement of Gang Wang and his colleagues’s 

research. The proposed IDS using possibilistic 

fuzzy c-means clustering [8] which is an extension 

of the fuzzy c-means clustering, neural network 

ensemble using a simple average to overcome the 

overfitting problem [14]. Then, the Naive Bayesian 

method is used to determine the final outcome [15]. 

In this paper, researchers build an intrusion 

detection system with neural network ensemble 

(using Lavenberg-Marquardt and Quasi-Newton), 

Possibilistic Fuzzy C-Means and Naive Bayesian; 

training and testing IDS using NSL-KDD dataset; 

and evaluate using precission, recall and overall 

accuracy. The research doesn’t include testing from 

real network traffic. 

2. BASIC THEORY 

2.1 Intrusion Detection System (IDS) 

In 1987, Dorothy E. Dening proposed 

intrusion detection as an approach to computer 

network attacks. In general, intruder is defined as a 

system, program or people who try to and perhaps 

made to get in a computer system or perform illegal 

actions on the computer. IDS is a tool that can 

monitor network activity and traffic on the 

computer then analyzes the signs of security threats. 

There are 3 types of IDS, namely misuse/ signature-

based detection, anomaly-based detection, and 

hybrid. 

Misuse/ signature-based detect by 

matching a known pattern. Anomaly-based detect 

by identify abnormalities of the normal system. 

Meanwhile, hybrid detection combine the two. 

IDS can also be divided into two types 

based on part of a computer network are identified. 

Host-based IDS monitors the activities associated 

with the host. Meanwhile, network-based IDS 

monitors network traffic [16]. 

 

2.2 Data Normalization 

Normalization of data needed in a system, 

including IDS. This is done so that the data input 

and the target used in the system is in a certain 

range. Normalization method used is boxcox. The 

statistician George Box and David Cox developed a 

procedure to identify the appropriate exponent 

(lambda = λ) used to transform data into "normal 

form". Lambda value indicates the exponent applied 

to each data. For that reason, lambda = -5 to +5 so 

we get the best value [17]. Equations 1 and 2 are 

used to obtain normal data. 
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If λ ≠ 0, then :  (1) 

If λ = 0, then :  (2) 

 

2.3 Fuzzy Cluster Validity Index 

Fuzzy cluster validity index is a way to 

determine the ideal number of clusters (groups) of 

all existing data will be used in the calculation. This 

method is very useful when the number of clusters 

to be generated is not yet known [18].  

 

2.4 Artificial Neural Network Ensemble 

Artificial Neural Networks Ensemble or 

Neural Network Ensemble (NNE) was first 

introduced by Hansen and Salamon (1990) where 

NNE is an integration of some of Neural Network 

(NN). NNE process divide the training data into 

several sub-samples based on n-input [14]. 

Basically the neural network ensemble is a merger 

of several single neural network by using certain 

methods in order to improve the performance of the 

system [15]. 

 

2.5 Levenberg-Mardquart (LM) Algorithm 

LM algorithm is one kind of 

backpropagation ANN training algorithms with two 

kinds of computation, forward computation and 

backward computation. Levenberg-Marquardt 

algorithm is designed by using the second 

derivative approach without having to compute the 

Hessian matrix. If the feed forward neural network 

performance using the sum of square function, then 

the Hessian matrix can be approximated by the 

equation 15 : 

     (15) 

the gradient can be calculated as (equation 16) : 

     (16) 

J is the Jacobian matrix that contains first 

derivatives of the network errors on the weights, 

and e is a vector that contains a network error. 

Jacobian matrix can be computed with standard 

backpropagation technique, which is much simpler 

than calculating the Hessian matrix. 

Using the Levenberg-Marquardt algorithm 

to compute the Hessian matrix approach, through 

the improvement of Newton method (equation 17) : 

 (17) 

If m equal to 0, then this approach will be 

the same as Newton's method. However, if m is too 

large, then this approach will be the same as the 

gradient descent with a very small learning rate. 

Newton's method is very fast and accurate to obtain 

minimum error. Therefore, the algorithm is 

expected as soon as possible to change the value of 

m to be equal to 0. To that end, after several 

iterations, this algorithm will reduce the value of m, 

the increase in the value of m is only done if needed 

a move (temporarily) to degrade the performance of 

the functions [19]. 

 

2.6 Quasi Newton (QN) Algorithm 

QN algorithm is one kind of 

backpropagation ANN training algorithms with two 

kinds of computation, forward computation and 

backward computation. This method such as LM 

method, differing only in the Hessian matrix 

calculation approach. Equation 18 shows the 

formula approach Quasi Newton : 

    (18) 

W is the weight,        is approach calculation. α is 

the step length that minimizes the function 19. 

     (19) 

While d is the search direction [20]. 

 

2.7 Simple Average 

Simple average was one method of 

merging the output of neural networks in Neural 

Network Ensemble (NNE). After training each sub-

sample, combine training results from each single 

sub-sample. After weighting from training phase of 

each sub-sample obtained, the weighted value used 

to process the entire training data and generate the 

appropriate output [14]. The output of the entire 

training data combined with the simple average 

method with equation 20 as follows : 

     (20) 

 

The      is output predictor for NNE,      is the 

network output and n are number of network. 

 

2.8 Naïve Bayesian 

Naive Bayesian is classifier based on 

probability method and the Bayesian theorem, 

assuming that each variable X is free 

(independence). In other words, naive Bayesian 

classifier that assumes that the presence of an 

attribute (variable) has nothing to do with the 

existence of another attributes (variables) [21]. 

Because the assumption of unrelated 

attributes (conditionally independent), then 

(equation 21) : 

     (21) 

 

If P(X│Ci) can be determined through the 

calculation above, then class (label) of the data 

sample X is a class (label) that have maximum 
P(X│Ci)*P (Ci). 
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Naive Bayesian method takes two steps in 

the process of classification, the training phase and 

the classification phase. At training phase, it 

process the sample data as much as possible so it 

can be a representation of the data. Next is the 

determination of prior probabilities for each 

category based on sample data. In the classification 

stage, category of data based on terms that emerged 

in the data that are classified [22]. 

 

2.9 Precission, Recall and Overall Accuracy 

In the testing phase, the dataset used in 

testing the IDS, which produces output in the form 

of normal activity or an certain attack. Output 

results are used for IDS evaluation. The evaluation 

used precision, recall and overall accuracy [23]. 

Precision (equation 22) to calculate the 

amount of success with the proper IDS detects an 

attack on the overall results of detection which 

produces output in the form of an attack. Recall 

(equation 23) to calculate the amount of success 

IDS detects an attack by the right of all existing 

attack from training data and testing. Overall 

accuracy (equation 24) to calculate the success of 

the IDS to detect attacks and normal state with the 

right of the overall results of the IDS output. Here 

is the formula of each method of evaluation : 

   (22) 

   (23) 

 (24) 

Legend : 

TP : True Positive 

TN : True Negative 

FP : False Positive 

FN : False Negative 

 

3. METHODOLOGY 

3.1 Collecting Data 

3.1.1 Collecting Secondary Data 

The data used in this research is the NSL-

KDD dataset which can be downloaded at 

http://nsl.cs.unb.ca/NSL-KDD/. NSL-KDD dataset 

is a dataset refinement of the KDD Cup'99 dataset. 

Tavallaee and his colleagues have examined the 

KDD Cup'99 dataset. There are two major 

drawbacks of KDD'99, that is a lot of redundant 

data (78% and 75% on train and test). The next 

issue is the need for random data on the train and 

test dataset to generated a good evaluation. The 

research also produced NSL-KDD dataset [10]. 

 

3.1.2 Study Literature 

Study literature was conducted through 

books, articles and journals relevant to the object 

being studied in order to obtain precision step in 

doing research. Acquired literacy is related to the 

material issues, design, and implementation of the 

system, among which the concept of IDS, IDS that 

uses artificial neural networks and genetic 

algorithms, methods of possibilistic fuzzy c-means 

clustering, neural network ensemble, Lavenberg-

Marquardt method, quasi Newton and Naive 

Bayesian method. 

 

3.2 Analysis and Design 

3.2.1 Data Analysis 

NSL-KDD dataset consists of KDDTest+ 

for data testing and KDDTrain+ for data training. 

Each dataset has 41 features (Table 1) to recognize 

four types of attacks (DoS, U2R, R2L, Probe) and 1 

normal state (Table 2) that occurs on a computer 

network. Each dataset has also been given the 

category label attacks as mentioned above/ normal 

and the number of IDS that can detect the attack 

data based on research from Tavalee and 

colleagues. Table 1 shows the features of the 

dataset. Index feature 1-9 is basic features of TCP 

connections, index feature 10-22 is content features 

from domain knowledge and indexes feature 23-41 

is traffic features. 

This research uses 5% KDDTrain+ to get 

the proper cluster (6300 data), then 100% 

KDDTrain+ (22544 data) for training data and 

100% KDDTest+ (125973 data) for testing data. 

Dataset composed of normal data and 4 categories 

of attacks, namely DoS, U2R, R2L and Probe. 

Table 2 shows the composition of the training and 

testing datasets : 

 
Table 2: Number of KDDTrain+ and KDDTest+ 

Data 
Number of Each Category 

Normal DoS U2R R2L Probe 

KDDTrain+ 67343 45927 52 995 11656 

KDDTest+ 9711 7458 200 2754 2421 

 

3.2.2 Design of Algorithm Steps 

Making scheme to facilitate the research 

steps. Starting from the early design stages of data 

processing to final output and testing. IDS 

placement schemes on computer networks shown in 

figure 1. System design scheme of intrusion 

detection system can be seen in Figure 2. 
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Figure 1: IDS Location in Computer Networking 

 

3.3 Implementation 

3.3.1 Preprocessing 

This research used 125973 data from 

KDDTrain+ for training and 22544 data KDDTest+ 

for testing. Existing datasets which contains 

symbolic data should be codified for index feature 

2nd, 3rd, 4th and targets in order to be processed by 

the system. Table 3 below shows the features and 

targets are codified : 
Table 3: Codification of KDDTest+ and KDDTrain+ 

Feature Index Feature Name Codification 

2 protocol_type icmp = 1 

tcp = 2 

udp = 3 

3 service Aol = 1 

Z39_50 = 70 

4 flag OTH = 1 

SH = 11 

42 attack_type DoS = 1 

U2R = 2 

R2L = 3 

Probe = 4 

Normal = 5 

‘Service’ Feature codified into numbers 1 

through 70 with a sequence of ascending name as 

well as ‘flag’ features from 1 to 11. 

 

3.3.2 Data Normalization 

Training data that have been codified get 

into the next step, the step of data normalization 

using boxcox. At this step, training data that are not 

well distributed will be normalized so that the 

distribution of the data become normal. The goal is 

to achieved stability of data distribution and useful 

for adjusting data value with a range of activation 

functions used in the network. 

 

3.3.3 Number of Clusters 

The next process is to determine the exact 

number of clusters from training data using fuzzy 

validity index. Dataset will be clustered into 2-14 

clusters then look for the most appropriate number 

of clusters by calculating and comparing the 

graphics fuzzy validity index Partition Coefficient 

(PC), Classification Entropy (CE), Partition Index 

(SC), Separation Index (S), Xie and Beni's Index 

(XB), Dunn's Index (DI) and Alternative Dunn 

Index (ADI). 

 

3.3.4 Clustering Training Data 

Training data with the results of 

normalization boxcox methods enter clustering step 

using possibilistic fuzzy c-means (PFCM). Training 

data is divided into several clusters according 

calculation from fuzzy validity index. Table 4 

shows the parameters used by PFCM : 
Table 4: PFCM Parameters 

Parameter Value 

number of cluster (c) ‘according to fuzzy 
validity index result’ 

exponent matrix U (m) 2 

exponent matrix T (ƞ) 2 

smallest error (Ɛ) 0,00001 

initial iteration (t) 1 

maximum iteration (MaxIter) 100 

user-defined constant (γ) 0,08 

fuzzy constant (a) 1 

probability constant (b) 4 

initial objective function (P0) 0 

 

3.3.5 Training for Neural Network Ensemble 

Training data that has been clustered with 

PFCM go into the next step, the step of training the 

neural network ensemble. Each cluster will be 

trained using two neural networks, Levenberg-

Marquardt and Quasi Newton. The number of 

clusters obtained from fuzzy validity index to 

determine the total amount of artificial neural 

networks. 

The number of layers are 2 layers. 

Activation function used in neural network hidden 

layer and output layer is sigmoid value in the range 

-1 to 1. Number of neurons in the hidden layer is 11 

and 3 at the output layer. Number of hidden layer is 

taken from the calculation by equation 25 [24]. 

     (25) 

No is the number of output neurons and Ni 

is the number of input neurons. Number of input 

neurons correspond to the number of variables/ 

features in the dataset is 41 and the number of 

output neurons are 3 as a representation of the 

number of categories of attacks and normal state. 

Figure 3 shows the structure used for each neural 

network. 

 

 

 

 

 

 
Figure 3: Artificial Neural Network Structure 
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Levenberg-Marquardt ANN parameters 

used are shown in table 5 and Quasi Newton ANN 

in table 6 below : 

Table 5: Levenberg-Marquardt ANN Parameters 
Parameter Value 

maximum epoch 1000 

LM parameter (µ) 0,001 

beta factor (β) 10 

maximum LM parameter (µmax) 10000000000 

initial epoch 0 

Goal 0 

minimum gradien 0,00001 

maximum fail 6 

 

Table 6: Quasi Newton ANN Parameters 
Parameter Value 

maximum epoch 1000 

initial epoch 0 

goal 0 

minimum gradien 0,000001 

maximum fail 6 

alfa (α) 0,001 

delta (d) 0,01 

 

After the training of each cluster, single 

NN will be combine using simple average method. 

Weights in the training phase for each cluster is 

obtained, it is used to process the entire training 

data to generate the appropriate output. Equation 26 

used to calculate simple average : 

 

     (26) 

The     is output predictor for NNE,      is the 

network output and n are number of network. 

 

3.3.6 Final Output 

Output results of training artificial neural 

network ensemble get into the next step, namely the 

final output using naive Bayesian method. Naive 

Bayesian algorithm consists of two phases, training 

and testing phases. The output of neural network 

ensemble will be the training data used to train the 

model with naive Bayesian classification. After that 

the model can be used to classify the testing of data 

that will be discussed at a later step. Here is the 

algorithm of the naive Bayesian classifier model 

training : 

a. Form prediction of IDS results 

b. For each category vj, count : 

� Determine v_hslj (IDS result set 

that includes category vj) 

� Calculate P(vj) by equation 27 : 

 

(27) 

c. Calculate P(wk|vj) with equation 28 for 

each prediction value from prediction of 

IDS results : 

 

(28) 

 

3.4 Testing 

At this step, we used KDDTest+ for 

testing dataset. Testing data is entered into the 

neural network ensemble. The output of neural 

network then entered into the model to get the naive 

Bayesian prediction of intrusion detection system. 

Here is the algorithm of testing data using naive 

Bayesian models : 

a. Calculate equation 29 : 

 

(29) 

 for each category vj 

b. Determine the maximum value of above 

calculation as a result of output 

After obtained the predicted results of data 

testing, then evaluation system done by using the 

calculation precision, recall and overall accuracy. 

 

3.5 Documentation 

Report writing step is to do the 

documentation on all matters relating to research, 

which includes the introductory chapter, the basic 

theory, research methodology, discussion, and 

cover. 

 

4. RESULTS 

4.1 Fuzzy Validity Index Calculation Results 

In the implementation phase, fuzzy 

validity index is after preprocessing and data 

normalization. Fuzzy validity index is done to 

determine the exact number of clusters for the 

training data that subsequently used in clustering 

methods possibilistic fuzzy c-means. Fuzzy validity 

index calculations using data from a sample of 5% 

KDDTrain+. It is random data from each category. 

Index Partition Coefficient (PC) and index 

Classification Entropy (CE) yields c = 3 (c value 

indicates the number of clusters). Partition Index 

(SC) and Separation Index (S) yields c = 11. Graph 

Xie and Beni's Index (XB) produces c = 8. Dunn's 

Index (DI) yields c = 10. Alternative Dunn's Index 

(ADI) yields c = 3. 

Optimal cluster of training data is obtained 

by comparing seven indices mentioned above [17]. 

Number c = 3 appear at most in the index above so 

it can be concluded that the appropriate number of 

clusters for the training dataset is 3. This is evident 

from the results of the Partition Coefficient (PC), 
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Classification Entropy (CE) and Alternative Dunn's 

Index (ADI). 

 

4.2 PFCM Clustering Results 

Data normalization using boxcox method 

enter to clustering step using possibilistic fuzzy c-

means (PFCM). The smallest error (Ɛ) used was 

0.00001, maximum iterations (maxiter) = 100 and 

the number of clusters = 3 (corresponding fuzzy 

validity index calculation in the previous step). 

Other parameters used in PFCM can be seen in the 

previous table, table 4. PFCM clustering results 

produced 3 clusters. The first cluster has 37101 

data, the second cluster has 40183 data and the 

third cluster has 48689 data. Table 7 shows the 

composition of each cluster. 

Table 7: PFCM Result 
Cluster Category Number 

Cluster 1 Normal 597 

DoS 34345 

U2R 0 

R2L 11 

Probe 2148 

Cluster 2 Normal 23242 

DoS 11001 

U2R 17 

R2L 430 

Probe 5493 

Cluster 3 Normal 43504 

DoS 581 

U2R 35 

R2L 554 

Probe 4015 

 

The composition of the first cluster has 

34345 number of DoS category data, which is the 

highest number compared to other categories. 

However, the first cluster does not have data from 

U2R category. The second cluster has majority data 

in the normal category with the number 23242. This 

is in contrast to the amount of data in U2R 

category, it is only 17 data. The third cluster has 

43,504 normal category data, which is the highest 

number and least data in U2R category, it is 35 

data. That is because the number of U2R attacks are 

fewer than other attacks. 

 

4.3 Result of Training and Testing Neural 

Network Ensemble 

Training data that has been clustered into 3 

clusters enter to the neural network ensemble 

training. The training data processed by 2 method 

of artificial neural networks, namely Levenberg-

Marquardt and Quasi-Newton, so the total artificial 

neural networks are used are 6. Calculation of data 

cluster fixing weights of each neural network. 

Furthermore, all of the training data 

(KDDTrain+) get into artificial neural networks 

that have been trained. The output applied as testing 

data and it is used as input of Naive Bayesian 

method. Testing results of neural network ensemble 

with KDDTrain+ combined together using simple 

average method. 

 

4.4 Naive Bayesian Classification Results 

Simple average calculation results get into 

classification step using Naive Bayesian 

algorithms. This algorithm inputs from 3 simple 

average of each neural network ensemble and the 

target of KDDTrain+. After that the algorithm was 

tested with input from KDDTrain+. 

 

4.5 Results of Testing IDS with KDDTest+ 

Once the training is done to determine the 

weights of neural network ensemble and training in 

naive Bayesian classification to determine the final 

output of the intrusion detection system, the next 

step is testing the system by using KDDTest+. 

Testing is done by entering KDDTest+ data into 

neural network ensemble. 

Testing the data into six neural networks 

(Levenberg-Marquardt and Quasi-Newton). Testing 

data is processed using neural network with new 

weight that has been fixed. Then, the output of the 

artificial neural network combined with the simple 

average method. Furthermore, the neural network 

outputs are classified with Naive Bayesian method 

that has been trained. The results of this process are 

the specific type of attacks of each KDDTest+ data. 

Code of the type of attack can be seen in the 

previous table, Table 3. 

KDDTest+ test results are evaluated using 

precision, recall and overall accuracy. Evaluation 

aims to determine how well the intrusion detection 

system that has been created. IDS detection results 

compared with actual data KDDTest+ targets. The 

full results of the detection can be seen in Table 8. 

In Table 8 shows that the highest precision 

in the detection of DoS, from overall result in DoS 

detection, 89.82% is exactly DoS attacks. Then 

followed with R2L category (75.78%), normal 

(72.25%) and Probe/ PRB (70.70%). However, 

detection of U2R only reaches 14.62%. 

Highest recall in the normal category, for 

91.44% of actual normal data KDDTest+ can be 

detected precisely as normal data. Then the probe 

(87.11%), DoS (83.31%) and U2R (9.50%). R2L 

lowest results by 6.14%. Highest overall accuracy 

at U2R (98.70%). Next is Probe (94.74%), DoS 

(91.35%) and R2L (88.29%). Lowest result in the 

normal category (81.18%). 
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Evaluation results of this research 

compared with previous researches using NSL-

KDD dataset. Research from Tavalee and his 

colleagues [10] using 7 methods with the lowest 

accuracy results on SVM method and the highest at 

NB Tree. Panda and his colleagues [11] using the 

method of development of Naive Bayes with 25192 

training data. These research only classify normal 

and attack regardless of the type of attack. Research 

from Govindarajan and his colleagues [13] using 

the method of SVM and RBF. Comparison of 

system accuracy in this research with the previous 

system can be seen in Table 9. 
Table 9: Comparison of IDS Accuration 

Metode Accuracy 

Multinomial Naive Bayes+N2B [11] 38,89 % 

Multinomial Naive Bayes updateable+N2B 

[11] 

38,94 % 

SVM [10] 69,52 % 

Naive Bayes [10] 76,56 % 

Multi-layer Perceptron [10] 77,41 % 

Random Forest [10] 80,67 % 

J48 [10] 81,05 % 

Discriminative Multinomial Naive 

Bayes+RP [11] 

81,47 % 

Random Tree [10] 81,59 % 

NB Tree [10] 82,02 % 

RBF [13] 83,57 % 

RBF-SVM [13] 85,19 % 

NN Ensemble (LM-QN)+Naive Bayes 

(proposed) 

90,85 % 

Other research from Najafi and Afsharchi 

[12], which employed Tree Augmented Naive 

Bayesian, Decision Tree, and SVM with NSL-KDD 

dataset. Good precision and recall results with an 

average of 90% more, but very bad for U2R 

categories, it was 0%. Based on Table 8, U2R 

precision was 14.62% and recall was 9.50% 

indicating that the IDS results of this research were 

able to improve the precision and recall from Najafi 

and Afsharchi. 

 

5. CONCLUSIONS AND FUTURE 

DIRECTIONS 

This research resulted in a new model of 

intrusion detection system that uses neural network 

ensemble with 2 algorithm, namely Levenberg-

Marquardt and Quasi-Newton and using NSL-KDD 

dataset which is an improvement of the KDD'99 

dataset. Highest precision in the detection of DoS 

(89.82%). Meanwhile, a low precision in U2R 

(14.62%). Recall is the highest in the normal 

category (91.44%), but a low recall results occurred 

in U2R category (9.50%) and R2L (6.14%). Low 

precision and recall due to false negatives and false 

positives of U2R and R2L is too big. Overall 

Accuracy of all categories can be said to be good 

with the lowest normal results (81.18%). The 

results also show that the neural network ensemble 

method produces better accuracy than previous 

research, that is 90.85%. 

The research’s results indicates that the 

new framework can overcome overfitting problem 

and outlier data using neural network ensemble 

(using Lavenberg-Marquardt and Quasi-Newton), 

Possibilistic Fuzzy C-Means and Naive Bayesian. 

This research also use NSL-KDD dataset so the 

evaluation get more precise results. It provides 

more detail evaluation using precision, recall and 

overall accuracy. However, it doesn’t tested in real 

network traffic. 

For further research can be carried out 

experiments on the number of clusters of training 

data. Simple average method at combining step in 

neural network ensemble can also be replaced by a 

different method. In addition, the changes in 

number of hidden layer neural network Levenberg-

Marquardt and Quasi Newton can also be done. 
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Table 1: NSL-KDD Features 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 2: IDS Scheme 

Feature Index Feature Name Feature Index Feature Name 

1 Duration 21 Is_hot_login 

2 Protocol_type 22 Is_guest_login 

3 Service 23 Count 

4 Flag 24 Srv_count 

5 Src_bytes 25 Serror_rate 

6 Dst_bytes 26 Srv_serror_rate 

7 Land 27 Rerror_rate 

8 Wrong_fragment 28 Srv_rerror_rate 

9 Urgent 29 Same_srv_rate 

10 Hot 30 Diff_srv_rate 

11 Num_failed_logins 31 Srv_diff_host_rate 

12 Logged_in 32 Dst_host_count 

13 Num_compromised 33 Dst_host_srv_count 

14 Root_shell 34 Dst_host_same_srv_rate 

15 Su_attempted 35 Dst_host_diff_srv_rate 

16 Num_root 36 Dst_host_same_src_port_rate 

17 Num_file_creations 37 Dst_host_srv_diff_host_rate 

18 Num_shells 38 Dst_host_serror_rate 

19 Num_access_files 39 Dst_host_srv_serror_rate 

20 Num_outbound_cmds 40 Dst_host_rerror_rate 

  41 Dst_host_srv_rerror_rate 
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Table 8: IDS Test Results 
 TP TN FP FN Precision (%) Recall (%) Overall Accuracy (%) 

DoS 6.213 14.382 704 1.245 89,82 83,31 91,35 

U2R 19 22.233 111 181 14,62 9,50 98,70 

R2L 169 19.736 54 2.585 75,78 6,14 88,29 

Probe 2.109 19.249 874 312 70,70 87,11 94,74 

Normal 8.880 9.422 3.411 831 72,25 91,44 81,18 

Mean     64,63 55,50 90,85 

 


