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ABSTRACT 

 
Pattern of writing a document is often said to be strongly influenced by the mother tongue, but do not 

guarantee produce writing that is always the similar pattern. If the trend similarity patterns caused by 

intentional copying of documents, then it is necessary to be created a detection tool to identify the terms 

pattern in those documents. This phenomena initiate this paper to acquaint the further investigation on text 

document pattern recognition for terms appearances by employing latent semantic analysis (LSA) method 

couple with terms distance between two documents. This study also describes determination of text 

documents similarity, which in turn can be used for early plagiarism detection. 
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1. INTRODUCTION 

 

Nowadays, technology especially information 

technology has concentrated on their impressive 

development and expansion. The development in 

this mean fairly meet people’s needs and lead to 

rising new branch of science, namely information 

retrieval. This development can have positive and 

negative impact. Technology of information 

retrieval could be as one of the positive impact, 

which makes one easily find, see, and learn 

documents. 

Communication supposed greatly influenced by 

someone mother tongue, that is assumed also 

greatly affect the pattern of writing a document. 

How can one recognize the pattern of a text 

document?  Patterns identification of text 

documents have been conducted by Soehardjoepri, 

et al. [1] that searches the first order terms in each 

text document obtained by the emergence of the 

terms. This paper interested in continuing this 

identification by developing the identification of 

the pattern of the first and second order terms in 

each text documents by recognizing the emergence 

of these two first order terms. The work of the 

pattern detection would be demonstrated in this 

paper by looking at the emergence of the first two 

terms of each text document using latent semantic 

analysis (LSA) method couples with the distance 

between the two documents. This study also 

describes the determination of similarity of text 

documents, which in turn can be used to detect 

early plagiarism.  

2. LATENT SEMANTIC ANALYSIS (LSA) 

METHOD 

 

LSA is a well-known method for detecting 

document similarity. This method does the 

detection by extracting and representing the 

contextual-usage meaning of words by statistical 

computations applied to large corpus of text [2]. In 

LSA method, on the other hand, semantic text can 
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be determined by calculating semantic similarity 

which involves various sciences like language, 

syntax of computer programming, mathematical 

logic, and related domains of sciences. The 

semantic similarity is based on the terminological 

similarity which works in three major steps, namely 

text parsing, term frequency - inverse document 

frequency (TF-IDF) weighting and singular value 

decomposition (SVD) [3].  

 

2.1 Text Parsing 

Text parsing is a process which is carried out to 

make a more meaningful sentence by breaking a 

sentence into words or phrases. Parsing text is 

divided into three consecutive processes, namely 

tokenizing, filtering and stemming.  

• Tokenizing 

Tokenizing is the process of identifying the 

smallest units (tokens) of a sentence structure. The 

purpose of this tokenizing is to get the terms that 

will be indexed. The classification is done for text 

tokens separated by a space or enter into a 

document. As for some of the cases handled by 

tokenizing namely: 1. Handling Special Character, 

for making patterns using regular expresion. 2. 

Phrase, in addition to special characters, tokenizing 

also can handle multiple patterns of phrases such as 

names, places and adjectives. 3. Whitespace, this 

character is ignored by tokenizing and regarded as a 

token separator.  

• Filtering 

Filtering is a process in which tokens are 

obtained from tokenizing process will be selected 

from the tokens that are considered unimportant 

(stoplist). Stoplist is a word that often appear and 

can be ignored in the process of filtering 

•  Stemming 

Stemming is a process that aims to take root 

word of the word increase or a single word of word 

formation. It reduces the number of different terms 

in the collection. 

After parsing the text of sentences in the 

original document, it would be collected into two 

collections; words and separators between words 

like dot (.), comma (,), space and other separators. 

The collection of words would be tabled as terms 

dictionary remarking the order of appearance of the 

term in a  

sentence. 

 

2.2 Term Frequency-Inverse Document 

Frequency (TF-IDF) Weighting 

TF-IDF is a calculation of weights that are 

often used in text mining. TF-IDF is a way to give 

weight to the relationship of a word (term) of the 

document. This method combines the two concepts 

for the calculation of weight namely frequency of 

occurrence of a word (��) and the inverse document 

frequency (���) containing the word, as shown in 

equation (1). 

��� = ���� x ��� 

           = ���� x (log (N/n) + �)        (1) 

 

wherein: 

 

2.3 Singular Value Decomposition (SVD) 

 Text parsing to such document produces a 

collection of indexed terms counted as frequency 

that can be written in a matrix, called matrix A. The 

next stage, this matrix will be decomposed using 

the Singular Value Decomposition (SVD) into three 

matrices, namely orthogonal matrices U and V, and 

one diagonal orthogonal matrix S. The orthogonal 

matrix U forms a left singular matrix, obtained by 

multiplying the matrix A with its transpose. 

Whereas, the orthogonal matrix V forms a right 

singular matrix, obtained by multiplying the 

transpose matrix A with matrix A. These two 

orthogonal matrices U and V then are calculated 

their eigenvectors. While the diagonal orthogonal 

matrix S is formed by taking the roots of 

eigenvalues of matrix A multiplied by the transpose 

of matrix A, or vice versa. These three new 

construction matrices are multiplied as a re-

construction of matrix A [2], as shown in equation 

(2).  

 

Amn = Umn x Snn x Vnn
T     

(2) 

 

wherein: 

 

�	
  :  weight of said term to - j and 

documents to - i 

��	
  :  number of occurrences of the word / 

term to - j in the document to - i 

N  :  the number of all documents in the 

database 

n  :  the number of documents that contain 

the term to - j 

A :  matrix would be decomposed 

U :  orthogonal left singular matrix 

S :  diagonal orthogonal matrix 

V :  orthogonal right singular matrix 

m :  number of rows 

n :  number of columns 
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3. DISTANCE BETWEEN TWO TERMS 

 

Couple of term and frequency of occurrence 

will be used to form a point which can be plotted in 

three-dimensional Cartesian coordinates (the axis 

namely: X, Y and Z). The 1
st
 and the 2

nd
 terms of 

each sentence in each document will be put in X 

and Y axis, while their frequency of occurrences 

will be put in Z axis. The closer the two point, 

represent the more similar of two sentences from 

two documents. This closeness can be represented 

by a distance of these two points, which is 

calculated as the lengthwise of line that connects 

three dimensionally end to end of points. To do 

this, the euclidean distance as in equation (3) can be 

employed [4]. 
 

 

(3) 

 

where PQ is the distance between point P in (XP, 

YP, ZP) and point Q in (XQ, YQ, ZQ).   

     

4. THE PROPOSED PATTERN 

IDENTIFICATION ALGORITHM 

 

In previous studies, Ozgur & Gungor [5] 

proposed a novel text classification approach based 

on two main concepts, lexical dependency and 

trimming. They extend the standard bag-of-words 

method by incorporating the feature vector pattern 

dependence. They analyzed the effect of pruning 

(filtering features with low frequency) for both 

feature words and dependency features. Parameter 

tuning is done by eight different levels of pruning 

to determine the optimal level. The experiment was 

repeated on three datasets with different 

characteristics. They observed a significant increase 

in the level of success as well as a reduction in the 

dimension of feature vectors. They argue that, in 

contrast to the works in the literature, the higher the 

level of pruning should be used in text 

classification. By analyzing the results from the 

perspective of the dataset, they also indicate that the 

dataset at the same level of formality has the same 

leading dependency and demonstrate that the 

behavior was closely with various levels of pruning. 

In another study, some researchers worked on 

linguistic pattern. Some linguistic features, e.g. 

part-of-speech information, complex nominal, 

proper nouns, and word senses, were considered in 

addition to the words, but no significant 

improvement was observed [6]. Later, by referring 

to the negative effect of a specific dependency 

(subject-object-verb), Moschitti [7] mentioned that 

linguistic processing does not improve the bow 

approach in general. A related study extracted 

dependencies by capturing frequently occurring 

keyword combinations within short segments using 

a rule-based algorithm, has been done by Ghanem 

et al. [8]. This algorithm yielded successful results, 

but this experiment was done only on a specific and 

not widely used dataset. Another study increased 

the success rates of the classifier by accompanying 

the bow approach with a combination of noun 

modifier dependencies and word senses [9]. 
 

Text document identification pattern looks has 

not previously been studied. This paper 

demonstrates the proposed pattern identification by 

using LSA couple with distance between pair terms. 

Pattern identification is mainly done using the 

emergence of two consecutive terms, namely the 1
st
 

and 2
nd

 terms of each sentence in each document. 

There are four sequential algorithms to identify the 

pattern, called Dictionary of Terms, Pair Term, 

Measure Distance and Similarity Reference 

Document. Each of the four proposed algorithms is 

as follows: 

 

Algorithm 1: Dictionary of Terms 

LSA above produces the terms are sorted by 

the number of occurrence of the term in each 

document. This algorithm will create a dictionary 

of terms obtained from the LSA. The Construction 

of this dictionary is very important in identifying 

patterns of text documents. There are five steps to 

construct the dictionary of terms in this algorithms, 

which can be described as follows: 

Step 1. Take K documents which are being tested. 

Step 2. Identify and named each document orderly, 

namely Doc-1 to Doc-K. 

Step 3. Extract all K documents using LSA to obtain 

terms contained in each sentences on every 

document.   

Step 4. Arranged these terms according to sentences 

and document orders come from, then 

coding each term by using Ti with i = 1, 2, 

3, …, n 

Step 5. Put each terms and their coding in the Term 

Dictionary table. 

Algorithm 2: Term Pair 
 

The consecutive appearance of terms in such 

sentence are set as a term pair. These pair are 

mapped to the dictionary to construct the table of 

term pair. There are three steps to construct these 

table of term pair, which can be described as 

follows: 
 

( ) ( ) ( )
2 2 2

,PQ P Q P Q P QX X Y Y Z Z= + +− − −
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Step 1. Set 1
st
 and 2

nd
 term of every sentence of 

each document as a term pair. 

Step 2. Tabulate consecutive term partner based on 

the appearance of sentences in each 

document in the table term partner. 

 

Algorithm 3: Measuring Distance 
 

Each of term pair obtained in Algorithm 2 

above and their frequency appearance would be 

described in the 3-dimensional Cartesian 

coordinates (X, Y and Z). The 1
st
 term of each 

sentence in every document are plotted at X-axis 

and 2
nd

 term in Y-axis. Assume that the appearance 

of terms in each sentence of each document is 

incremented by 1 unit of distance in X-axis and Y-

axis. Frequency of term pair appearance is plotted 

at Z-axis which is calculated from zero. Two 

documents which are compared the pattern are 

plotted together in the same plot. The points of each 

document term pair of these two documents are 

connected and calculated their distance. The five 

steps in the following algorithm would show how 

to calculate this distance. These steps can be 

described as follows: 
 

Step 1. The shape of each pair of terms in each 

document and the frequency of occurrence 

for forming a point represented in the 3-

dimensional Cartesian coordinate system (X, 

Y, and Z axis). 

Step 2. Locate the 1
st
 term of each sentence in every 

document at X-axis. 

Step 3. Locate the 2
nd

 term of each sentence in 

every document at Y-axis. 

Step 4. Locate frequency of term pair of each 

sentence in every document at Z-axis. 

Step 5. Calculate the distance of terms (points) that 

is formed by two sentences from two 

documents to describe the similarity of the 

two sentences from two documents. 

 

Algorithm 4: The Reference Pattern Similarity 

of Documents 
 

All three algorithms were compiled together to 

build the algorithm of reference pattern similarity 

of documents. This algorithm would help to 

identify and make decision about the pattern 

similarity of two documents. There are two steps to 

construct the reference pattern similarity algorithm 

of documents. These steps can be described as 

follows: 
 

Step 1. Tabulate all distances from each point of the 

two documents. 

Step 2. Determine the maximum distance (dj, j = 1, 

2,..., n), write as (D = maximum distance of 

(dj)). If D is not more than 3, then the two 

documents have the same pattern, implying 

that the two documents have the same 

pattern. 

 

5. IMPLEMENTATION 

 

This section discusses the implementation of 

the proposed four consecutive algorithms above are 

applied to the Indonesian text documents. Table 1 

lists six text documents as data test which are 

designed with a special structure and content. 

Applying Algorithm 1, each document in Table 

1 is parsed by employing LSA and their resulted 

terms are listed in Table 2 and Table 3. Term pair 

which are containing 1
st
 and 2

nd
 terms of each 

sentence in each document can be found by 

implementing Algorithm 2. Table 4A, 4B, 4C, 4D, 

4E and 4F show term pair of tested six documents. 

Pattern comparison as the next step is then done by 

implementing Algorithm 3 which calculate the 

distance between the coordinate points for each pair 

of terms in each document.  
 

The most possible pattern comparison is firstly 

done between Doc-1 and Doc-2, because Doc-2 is 

previously designed the same as Doc-1 with some 

changes in the order of sentences in a few 

paragraphs, but they have the same meaning. 

Secondly, comparison have been done between 

Doc-1 and Doc-5. This comparison could also 

represents directly the pattern similarities between 

Doc-2 and Doc-5. Thirdly, comparison between 

Doc-1 and Doc-6 have to be performed. Finally, 

Doc-3 and Doc-4 are checked to see their pattern 

similarity. All comparison results are tabulated in 

Table 5. 
 

Finally, the last step to decide the document 

similarity between two documents is by applying 

Algorithm 4 which measures the distance between 

two text documents. The result can be inferred that 

two pair documents between doc-1 and doc-2, doc-

3 and doc-4, and doc-1 and doc-5 have the same 

pattern. It is primarily shown by the distances 

among all points of these pair documents are less 

than 3. In contrast, distances of all points in pair of 

documents doc-1 and doc-6 are greater than 3. It 

means that doc-1 and doc-6 have different pattern, 

even though some sentences are same. 
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6. CONCLUSIONS  

 

All four algorithms have succeed to 

demonstrate the pattern similarity identification. 

Latent Semantic Analysis (LSA) method couple 

with term distance calculation building these four 

algorithms can be used to identify the pair text 

documents pattern similarity.  
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APPENDIX 

 
Table 1. Six text documents tested for identifying the pattern 

No Documents The structure and content of documents 

1 Doc-1 the original document contains words and sentences into paragraphs. 

2 Doc-2 the same document as Doc-1 with some changes in the order of sentences in some paragraphs 

but have the same meaning. 

3 Doc-3 the same document as Doc-1 with some changes in the order and structure of words in some 

paragraphs. 

4 Doc-4 the same document as Doc-3 with some changes on some words with their synonym. 

5 Doc-5 merged of Doc-1 and Doc-4.  

6 Doc-6 a new document which is different with Doc-1, Doc-2, Doc-3, Doc-4, and Doc-5. 

 
Tabel 2. List of terms in each text document after parsing by LSA 

No Document Terms (in Indonesian) 

1 Doc-1 & Doc-2 ruang, bunyi, gema, cegah, gedung, serap, keras, langit, dinding, bahan, akustik. 

2 Doc-3 & Doc-4 musik, budaya, lampung, festival, adakan, hingga, tradisional, daerah, akustik. 

3 Doc-5 ruang, bunyi, gema, cegah, gedung, serap, keras, langit, dinding, musik, budaya, lampung, 

festival, adakan, hingga, tradisional, daerah, bahan, akustik 

4 Doc-6 negosiasi, dasar, ikut, kantor, rapat, orang, lebih, manusia, teknik, kalangan, bangun 

 
Table 3. Term Dictionary (in Indonesian) 

No 

term 
Term 

 

No term 
Term 

 No 

term 
Term 

 No 

term 
Term 

T1 Ruang  T10 Musik  T19 Akustik  T28 Teknik 

T2 Bunyi  T11 Budaya  T20 Negosiasi  T29 Kalangan 

T3 Gema  T12 Lampung  T21 Dasar  T30 Bangun 

T4 Cegah  T13 Festival  T22 Ikut    

T5 Gedung  T14 Adakan  T23 Kantor    

T6 Serap  T15 Hingga  T24 Rapat    

T7 Keras  T16 Tradisional  T25 Orang    

T8 Langit  T17 Daerah  T26 Lebih    

T9 Dinding  T18 Bahan  T27 Manusia    

 

 

                              Table 4A. Term Pair (Doc-1)                 Table 4B. Term Pair (Doc-2) 

Doc-1 Term Doc-2 Term 

Sentence 1st  2nd  Sentence 1st  2nd  

1 T19 T2 1 T1 T4 

2 T9 T7 2 T1 T5 

3 T1 T4 3 T19 T2 

4 T1 T5 4 T9 T7 
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Table 4C. Term Pair (Doc-3)                        Table 4D. Term Pair (Doc-4) 

Doc-3 Term Doc-4 Term 

Sentence 1st  2nd  Sentence 1st  2nd  

1 T17 T12 1 T10 T17 

2 T10 T15 2 T12 T10 

3 T10 T10 3 T10 T19 

4 T10 T11 4 T10 T11 

5 T13 T14 5 T11 T10 

6 T13 T13 6 T12 T14 

 
                                 Table 4E. Term Pair (Doc-5)                            Table 4F. Term Pair (Doc-6) 

Doc-5 Term Doc-6 Term 

Sentence 1
st
  2

nd
  Sentence 1

st
  2

nd
  

1 T10 T17 1 T30 T26 

2 T12 T10 2 T23 T20 

3 T10 T19 3 T22 T22 

4 T10 T11 4 T20 T27 

5 T11 T10 5 T25 T29 

6 T12 T14 6 T20 T23 

7 T19 T2 7 T21 T28 

8 T9 T7 

9 T1 T4 

10 T1 T5 

 
Table 5A. The distance (d) from Doc-1 and Doc-2 

Doc-1  Doc-2 
d 

  Doc-2  Doc-1 
d 

X Y Z  X Y Z  X Y Z  X Y Z 

1 1 0  3 3 0 2,83    1 1 0  2 3 0 2,24  

1 1 1  3 3 1 2,83    1 1 1  2 3 1 2,24  

2 2 1  4 4 1 2,83    1 2 1  3 4 1 2,83  

2 2 2  4 4 2 2,83    1 2 2  3 4 2 2,83  

3 3 2  1 1 2 2,83    2 3 2  1 1 2 2,24  

3 3 3  1 1 3 2,83    2 3 3  1 1 3 2,24  

3 4 3  2 2 3 2,24    3 4 3  1 2 3 2,83  

3 4 4  2 2 4 2,24    3 4 4  1 2 4 2,83  

 

 

 

Table 5B. The distance (d) from document-3 and document-4 

Doc-3  Doc-4 
d 

  Doc-4  Doc-3 
d 

X Y Z  X Y Z  X Y Z  X Y Z 

1 1 0  2 7 0 6,08    1 1 0  4 6 0 5,83  

1 1 1  2 7 1 6,08    1 1 1  4 6 1 5,83  

2 2 1  4 3 1 2,24    2 2 1  1 7 1 5,10  

2 2 2  4 3 2 2,24    2 2 2  1 7 2 5,10  

2 3 2  2 8 2 5,00    1 3 2  1 2 2 1,00  

2 3 3  2 8 3 5,00    1 3 3  1 2 3 1,00  

2 4 3  2 4 3 - 
 

1 4 3  1 4 3 - 

2 4 4  2 4 4 -   1 4 4  1 4 4 - 

3 5 4  5 3 4 2,83    3 2 4  5 5 4 3,61  

3 5 5  5 3 5 2,83    3 2 5  5 5 5 3,61  

4 5 5  5 4 5 1,41    2 5 5  5 8 5 4,24  

4 5 6  5 4 6 1,41    2 5 6  5 8 6 4,24  
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Tabel 5C. The distance (d) from document-1 and document-5 

Doc-5  Doc-1 
d 

  Doc-1  Doc-5 
d 

X Y Z  X Y Z  X Y Z  X Y Z 

1 1 0  4 6 0 5,83    1 1 0  4 5 0 5,00  

1 1 1  4 6 1 5,83    1 1 1  4 5 1 5,00  

2 2 1  5 7 1 5,83    2 2 1  5 6 1 5,00  

2 2 2  5 7 2 5,83    2 2 2  5 6 2 5,00  

1 3 2  6 8 2 7,07    3 3 2  4 7 2 4,12  

1 3 3  6 8 3 7,07    3 3 3  4 7 3 4,12  

1 4 3  6 9 3 7,07    3 4 3  4 8 3 4,12  

1 4 4  6 9 4 7,07    3 4 4  4 8 4 4,12  

3 2 4  6 9 4 7,62    3 4 4  6 6 4 3,61  

3 2 5  6 9 5 7,62    3 4 5  6 6 5 3,61  

2 5 5  6 9 5 5,66    3 4 5  5 9 5 5,39  

2 5 6  6 9 6 5,66    3 4 6  5 9 6 5,39  

4 6 6  6 9 6 3,61    3 4 6  1 1 6 3,61  

4 6 7  6 9 7 3,61    3 4 7  1 1 7 3,61  

5 7 7  6 9 7 2,24    3 4 7  2 2 7 2,24  

5 7 8  6 9 8 2,24    3 4 8  2 2 8 2,24  

6 8 8  6 9 8 1,00    3 4 8  3 3 8 1,00  

6 8 9  6 9 9 1,00    3 4 9  3 3 9 1,00  

6 9 9  6 9 9 -      3 4 9  3 4 9 -    

6 9 10  6 9 10 -      3 4 10  3 4 10 -    

 

Table 5 D. The distance (d) from document-1 and document-6 

Doc-6  Doc-1 
d 

  Doc-1  Doc-6 
d 

X Y Z  X Y Z  X Y Z  X Y Z 

1 1 0  7 8 0 9,22    1 1 0  4 5 0 5,00  

1 1 1  7 8 1 9,22    1 1 1  4 5 1 5,00  

2 2 1  8 9 1 9,22    2 2 1  5 6 1 5,00  

2 2 2  8 9 2 9,22    2 2 2  5 6 2 5,00  

3 3 2  9 10 2 9,22    3 3 2  6 7 2 5,00  

3 3 3  9 10 3 9,22    3 3 3  6 7 3 5,00  

4 4 3  9 11 3 8,60    3 4 3  7 8 3 5,66  

4 4 4  9 11 4 8,60    3 4 4  7 8 4 5,66  

5 5 4  9 11 4 7,21    3 4 4  8 9 4 7,07  

5 5 5  9 11 4 7,28    3 4 4  8 9 5 7,14  

4 6 5  9 11 4 7,14    3 4 4  7 10 5 7,28  

4 6 6  9 11 4 7,35    3 4 4  7 10 5 7,28  

6 7 6  9 11 4 5,39    3 4 4  9 11 6 9,43  

6 7 7  9 11 4 5,83    3 4 4  9 11 7 9,70  
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