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ABSTRACT 

 

The aim of this paper is to evaluate the association between attributes for house breaking crimes identified 

from police reports. Data collected from the house breaking (HB) crime cases reported can be initially 

analyzed using statistical methods in several tests. The purpose of conducting the test is to ensure the 

significant attributes to be utilized in the development of a decision support system based on the proposed 

generic framework. The result of analysis shows the association between the identified attributes in HB 

crime reports in terms of its significance using several statistical methods. 
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1. INTRODUCTION  

 

Crime management involves many attributes 

for a sound decision-making. Decision support for 

crime management is essential for decision makers 

in analyzing crime cases reported. Decision support 

system (DSS) can be developed in order to assist 

decision maker in decision-making processes but 

not to make solid decisions for them. Risk can be 

considered in these decision-making processes in 

order to contribute for a broader view in decision 

alternatives by considering the possible negative 

causes and effects. In this study, the reports are 

obtained from domain experts that handling the 

house breaking (HB) crime cases; police officers.  

 

Measuring association between the attributes 

can be performed in order to determine values of 

the strength of the relationship between two 

attributes [1]. There are many different statistical 

methods that can be used to study the relationship 

among attributes. According to [2],"...the strongest 

and most consistent patterns of relationships for 

both the crime opportunity and crime motivation 

effects are found for three property crimes: 

burglary, larceny, and motor vehicle theft". 

Burglary is one of the property crimes in residents, 

or specifically HB crime while larceny is also 

known as theft or robbery. In this study, HB crime 

is the case study to be applied with the proposed 

framework known as decision support system with 

risk. The decisions and the risks can be identified 

from historical data in reports.   

 

Crime reports and the information contained in 

it are very important to the overall analysis in crime 

investigations. The problem is the attributes used in 

reports that can be used as historical data in crime 

analysis are sometimes arguable in terms of its 

importance. In statistics, the significance and 

association between identified attributes can be 

determined. This knowledge was captured in 

narrative format of written reports by domain 

experts. Since information retrieval and semantic 

analysis is not within the scope of this study, these 

data that have important information can be 

analyzed using statistical methods. Statistical 

methods are beneficial for decision-making and 

management of case study data for further actions.   

 
Decision support in crime management 

particularly in HB crime cases needs to rely on 

knowledge of domain experts in order to identify 

and computationally analyze them. Crime 

management involves tedious processes with 

multiple phases of decision-making, each of which 

may require the involvement of various parties with 

different interests, consuming unstructured and 

varying operations. Decision support is considered 

with risk in this research. 
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2. DECISION SUPPORT SYSTEM 

Decision support system (DSS) is 

commonly used as an umbrella term to describe 

tools that support decision makers in decision-

making processes. The decision-makers range from 

the high level management of an organization to the 

leader of a small team. DSS aims to assist decision-

makers in making important decisions. They are not 

meant to replace human, but to give suggestions 

and recommendations based on the available 

information from the provided options. DSS 

initially defines as a system with a purpose to 

support management decision-makers in semi-

structured decision conditions [3].  

 

Decision-making processes involve 

conscious and unconscious consideration that can 

be estimated qualitatively or quantitatively. It can 

be divided into several phases, including before or 

after making decisions. Research work that involve 

risk in decision analysis such as studies by [4] has 

recently emerge. Risk concept can be integrated 

into decision-making processes in order to provide 

more evaluation using statistical methods. 

 

2.1 Decisions with Risks 

Decisions with risks being considered in 

analysis has been applied in case studies from 

various problem domains. Current related research 

works that can be mentioned are including decision 

for country risk by [5], decision with risk using 

Analytical Hierarchy Process (AHP) by [6], risk in 

financial decision by [7], decision for risk in 

healthcare by [8] and risk-based group decision-

making by [9]. Statistical methods for risk have 

been employed in many fields including family risk 

artery disease by [10], patients trauma risk by [11], 

accidents risk by [12] and fire risk statistics (to be 

published) by [13]. The statistical methods for risk 

analysis employed in these researches can also be 

applied in the flow of information analysis cycle 

within decision maker, decision-making processes 

and DSS.  

 
2.2.2 Case Study: Crime Investigations  

Associations between risk factors of crime 

victimizations has been reviewed by Murray et al., 

[14]. Their study consists of systematically 

searching for researchers that measured criminal 

behavior up to the individual levels using crime 

reports or criminal records. Crime investigations 

field is chosen as the domain problem in this study. 

In forensic science for crime investigations, 

forensic scientists can evaluate and interpret the 

evidence that includes the elements of uncertainty 

using statistical methods [15, 16]. Research has 

been ongoing to apply decision support system 

(DSS) into this problem domain, including DSS for 

DNA analysis and DSS for risk analysis in crime 

investigations [17-20].  

 

Research for decision support in forensic 

science as in research work by [21] discussed the 

relation between decision theory and forensic 

sampling. The case study for forensic science 

applications presented is on forensic sampling 

issues. They address the methodology from 

decision theory together with Bayesian networks, 

altogether called Bayesian decision networks. 

Bayes’ theorem, in fact, is a part of statistical 

methods. In decision-making processes, belief 

function theory [22] can also be used as a method 

in a DSS. They applied belief function theory in an 

application in forensic entomology. These research 

works show that decision support play an important 

roles in field forensic science [21, 22].  Forensic 

traces can assists forensic scientists to estimate the 

time when crime occurs [23]. 

 

Concept of decision-making in DSS is also 

important for crime investigation and sometimes 

focused more in analysis rather than the developed 

tools if any [24-27]. COPLINK [26, 27] are using 

knowledge management for the decision support in 

crime analysis, almost similar concept with the 

research works by [24, 25]. The difference is on the 

applied case studies; authors [24, 25] are using 

knowledge management in police investigations, 

while authors [26, 27] are using knowledge 

management in crime analysis and not specifically 

mentioned for police officers only as domain 

experts. 

 

3. RESEARCH METHODOLOGY 

 

Historical data obtained are reports for house 

breaking (HB) crimes in Malaysia for year 2011 

and 2012. Only cases from one of the fourteen 

states of Malaysia are chosen to be included. The 

data is analyzed using spreadsheet application 

(Microsoft Excel 2007) and statistical tool (PASW 

version 22). Since the reports are written mostly in 

narrative format, data obtained needs to be 

manually separate. The development of DSS with 

suggested form is initiated in order to ease domain 

experts in key-in the data for various statistical 

analyses to be applied specifically for HB crime 

cases. Generic framework called DSS+R is 
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proposed as the guideline for using DSS with risk 

using statistical methods. 

 

The decision-making process as demonstrated 

in the framework is started by decision maker role 

in weighting the defined criteria. The criteria can be 

obtained from the identified variables, available 

parameters, such as risk factors or any other 

relevant information that can be obtained from the 

data either directly or indirectly. Weighting the 

criteria can be done using probabilities in various 

way, including assigning values due to its stated 

relevance by Bruni et al., [15], or weighting the 

criteria from historical data as by Kengpol et al., 

[28]. In this study, the data are obtained from 

historical data that basically contains written 

domain experts elicitation based on information on 

HB crime cases rather than verbally extract the 

information using interviews. 

 

In HB crime cases, the probability refers to the 

crime probability itself which can be estimated 

based on frequency of occurrence from historical 

data. The impacts can be demonstrated through the 

property loss values in terms of financial loss 

estimation (thousands of Ringgit Malaysia or RM), 

time-series analysis, or any other possible variables 

that can be obtained either from the domain experts 

or the historical data that have been provided. 

Regression and multiple regression analysis are 

among the statistical methods that can be 

considered for evaluating the identified attributes 

and its relationships within HB crime cases. These 

attributes can be quantified and then analyzed using 

methods in existing computer software. 

 

It is important to select an appropriate method 

for analysis using PASW. Field [29] mentioned that 

many researchers argue that the stepwise, forward 

and backward methods rely on the computer 

selecting attributes upon mathematical criteria.  

This takes many important methodological 

decisions outs of the hands of the researcher, or in 

this case study, decision makers. Furthermore, the 

models derived by computer often take advantage 

of random sampling variation and so decisions 

about which variables should be included will be 

based upon slight differences in their semi-partial 

correlation. It is advisable to cross-validate the 

model by splitting the data if a stepwise regression 

must be done [29].  

 

Since there are many different methods to 

define ‘association’, there are also various kinds of 

measure. The interpretation of the perfect and 

intermediate levels of association could be different 

[1]. The relationship between two attributes is also 

known as correlation [29]. The two variables could 

be positively related, not related at all, or negatively 

related. According to Field, [29], Pearson’s 

correlation requires only that data are interval for it 

to be an accurate measure of the linear relationship 

between two attributes. 

 

There are various ways of examining 

relationship between attributes. These are including 

but not limited to measuring association, linear 

regression and correlation, testing regression 

hypotheses, analyzing residuals, building multiple 

regression models and its diagnostics [1]. Main 

output is a result of using correlation methods. The 

significance of decision attributes City, 

FinancialLoss, Month and Holiday is shown using 

values of Pearson correlation significant (2-tailed) 

test [29]. The first (H0) and second hypothesis (H1) 

examined whether there is a direct and positive 

relationship between City attribute with HB crime 

frequency. It is then followed by Holiday attribute 

and Month attribute with HB crime frequency. The 

historical data obtained in this research is carefully 

studied in case by case manner.  

 

In this study, correlation is significant at 0.05 

and highly significant at 0.01. Notation H0 refers to 

the first hypothesis while H1 is vice versa. Notation 

p refers to Pearson correlation values. The steps to 

obtain these results can be summarized as follows; 

 

Phase 1: Hypothesis is formulated 

H0: p = 0 (There is no correlation between two 

compared attributes in the historical data of HB 

crime)  

H1: p ≠ 0 (There is correlation between two 

compared attributes in the historical data of HB 

crime)  

 

Phase 2: Significant level is determined 

If significant 2-tailed value is less than 0.01, than 

Pearson Correlation value is referred to, and then 

the value of R is checked to see the strength of 

relationship. 

 

Phase 3: Rejection region is determined  

In 2-tailed, the area that included and excluded 

from the value obtained is determined. 

 

Phase 4: Significant value is referred 

If p<0.05, hence in this case study, reject H0  

 

Phase 5: Conclusion is stated 
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At the end of this study, overall result is 

summarized. 

 

Association between risk factors and crime can be 

shown using the correlation results of the compared 

attributes from the collected historical data. 

 

4. RESULT AND DISCUSSIONS 

The aim in this study is to evaluate the HB 

crime risk attributes using statistical methods. A 

statistical test uses the data obtained from a sample 

to make a decision about whether the null 

hypothesis should be rejected. The reason for 

choosing descriptive statistics method is similar to 

that justified by [30]. This is because the 

descriptive statistics tends to describe many 

important details about the relevant features from 

the data. 

 

According to [31], correlation can be 

performed between time and other attribute with the 

number of crime occurrence. Correlation is used to 

analyse the collected data. Based on the correlation 

results, the authors [31] summarize the statistical 

analysis to explore the relationship between 

women’s travel plan attributes which consists of 

‘time’ and ‘age’ towards the level of safety 

indication. In one of the table results in [31], the 

authors indicate the correlation analysis that used to 

explore the relationship between the time and level 

of safety. These information can be extracted from 

the historical data details contain in reports.  

 
Information is extracted from the police reports. 

City or location has been one of the crime factors as 

shown in a number of research [32, 33]. As an 

example, in sexual crimes, place and environmental 

context contribute to the crime occurrences [34]. 

Analysis was performed using Statistical Analysis 

System 9.3 software for Windows. Although HB 

crime rarely involve sexual assault, the risk of 

property crime (such as HB crime) turning into 

violent crime (such as sexual assault and murder) is 

still exist.  

 

Crime according to certain kind of city which 

also referred to area attribute was investigated by 

[35]. The authors found the relations between 

crime rates with commercial activities, housing, 

and population size in certain specific area. Data 

from 2006 and 2007 are used. Correlation matrix is 

created based on the observation of the data. 

Realizing its importance, the study of relationships 

between crime and area should be included in this 

research. 

 

Authors [35] suggest that police efforts and 

public policies regarding planning of a city should 

take account of the possible location and socio-

economic factors to ensure residents safety. Crime-

analysis software applications have already been 

developed. Common software packages for crime-

data collection are including Arc-GIS, CrimeStat, 

Spatial Analysis, Crime View and SpaceStat [36]. 

  

Place-based theorem proposed for crime and 

crash site by [36] shows that location or area 

attribute is important. Area crime and its changes 

based on social cohesion studied by [37] also 

support the importance of area attribute. Causal 

relationship between area and crime is undeniably 

crucial by the wide usage of term crime-scene 

investigation. 
 

Authors [30] mentioned that descriptive 

statistics was the appropriate method in answering 

the research questions and hypotheses. This is 

because descriptive statistics tend to describe every 

detail with consideration of the relevant features of 

the data. The descriptions using tables, charts, and 

figures can be comfortably administered and 

summarize by researchers based on data of HB 

crime obtained.  

 

Descriptive statistics were also calculated using 

PASW by [38] in order to describe the study 

sample. This is including the neighborhood-level 

characteristics. The authors conducted correlation 

analysis for all the variables at the aggregated level, 

and then proceed with multilevel logistic regression 

analysis using Stata 13. The aim of this study which 

is to evaluate the association between identified 

variables in HB crime reports is achieved. Results 

show that Month and Holiday has a highly 

significant correlation, as shown in Table 1.  

 
Table 1: Summary for Correlations of HB crime data in 

2011 

 The symbol * signifies the Pearson’s Correlation value where 2-

tailed is less than 0.01. 

 

 City FinancialLoss Month Holiday 

City - 0.516   0.586 0.852 
FinancialL

oss 

0.516 -  0.121 0.237 

Month 0.586 0.121 - 0.000* 
Holiday 0.852 0.237   0.000* - 
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The dependent variables are Month attribute 

and FinancialLoss attribute. The independent 

variables are Area attribute and Holiday attribute. 

The study investigate either there are certain area or 

holiday season that are the significant factors for 

the frequency of HB crime and FinancialLoss in 

certain months.  

 

For HB crime cases in 2011, Month and 

Holiday has a highly significant correlation, but the 

results for HBC cases in 2012 is different. Table 2 

shows that there is no correlation between Month 

and Holiday for HB crime cases in 2012. 
  

This study provides support for a causal 

relationship between crime with area and crime 

with holiday season. Holiday season here is 

according to Malaysia's calendar in the years 

related to data; 2011 and 2012 respectively. The 

absence of an effect in 2012 needs to be 

investigated furthermore using additional control 

variables and attributes.   
 

 

Table 2: Summary for Correlations of HB crime data in 

2012 

 

No symbol * signifies there is no Pearson’s Correlation value 

where 2-tailed is less than 0.01 for HB crime data in 2012. 

 

Further investigation is required either using 

other statistical methods or considering different 

artificial intelligent mathematical model such as 

neural networks. Bayesian networks and Markov 

Chain can also be tested. Besides, the values at-risk 

can be specified by domain experts or 3-

dimensional data presentation of HBC can be 

considered. 

 

The electronic form is proposed in such 

arrangement as in Figure 1 for prototyping based on 

required variables for data analysis in HB crime. 

The data key-in by domain expert (police officers) 

will be useful where only information based on 

specified variables is required. The prototype is 

currently under development stage. 

 

 
Figure 1: Mock form in the development of prototype to 

input according to the importance of the associated 

attributes to be analyzed in HB crime cases 

 
5. CONCLUSIONS 

The final overall result analyzed using 

correlation method in order to evaluate the 

association between identified attributes in the 

house breaking crime reports shows that data in 

2011 are significantly correlated with Month 

attribute and Holiday attribute respectively. These 

attributes, month and holiday, are in fact can be 

used as attributes related to time-series analysis. 

However, the results furthermore for data in 2012 

shows that there were no correlations found 

between all of the attributes; City, FinancialLoss, 

Month or Holiday.  

 

Hence, further investigation with another 

attributes from the information that can be retrieved 

from the reports is suggested. It can be concluded 

that different statistical methods need to be used in 

order to test the relationship between the identified 

attributes from HBC reports. Another attributes can 

be identified in further research and observations on 

the data obtained from the police reports of these 

crime cases. In summary, this research has 

successfully demonstrate the decision support 

applicability of crime risk attributes using statistical 

methods to show the risk associated with house 

breaking (HB) crimes attributes to assist in police 

decision-making processes on the allocation of 

resources. 

 

The main contribution towards the knowledge 

of decision support system (DSS) in this study is 

the usage of statistics to represent risk as another 

component of DSS. The limitations of this paper is 

the crime risk attributes used in the development of 

DSS is currently under prototyping phase. The 

whole concept is expected to be more sophisticated 

yet practical once fully implemented with a new 

framework to be proposed and then if possible, 

applied into several other problem domains. 

 

 City FinancialLoss Month Holiday 

City - 0.610 0.281 0.313 

Financia
lLoss 

0.610 - 0.672 0.557 

Month 0.281 0.672            - 0.861 

Holiday 0.313 0.557  0.861 - 
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