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ABSTRACT

The selection of the architecture of Kohonen networks, associated with a given problem, is one of the most important aspects of neural network research; the choice of neurons number and the initial weights has a great impact on the convergence of learning methods trained. In this paper, we present a new method for optimizing the Self-Organizing Map. This approach consists to identify and to select the best map. The goal is to delete unimportant units in the kohonen map. To test our approach, we use two databases Iris and Seeds. The results obtained demonstrated the effectiveness of the proposed approach.
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1. INTRODUCTION

An Artificial Neural Network (ANN) is an information processing paradigm that is inspired by the way biological nervous systems, such as the brain, process information. It is composed of a large number of units (neurons) interconnected working in unison to solve specific problems. The Artificial Neural Networks are a very powerful tool to deal with many applications [8][9], and they have proved their effectiveness in several research areas such as speech recognition [4], analysis and image compression [5], recognition of writing signal analysis, process control, robotics, feature selection and research on the Web.

Kohonen networks or Self-Organizing Maps (SOM) are a type of neural network. They were developed in 1982 by [6], which he has introduced the very interesting concept of self-organized topological feature maps, which are maps that preserve the topology of a multidimensional representation within the new one- or two-dimensional array of neurons. The concept of topology has become the essential feature of the Kohonen approach in neural network research. The Self-Organizing Maps is more interesting in many fields such as: pattern recognition, clustering [10], feature selection [11], speech recognition, medical diagnosis, etc.

Kohonen network is one of the unsupervised learning model that will classify the units by the similarity of a particular pattern to the area in the same class. The results obtained by the Kohonen networks are acceptable, but the quality of clustering depends on the optimal parameters (numbers of units) of the networks.

One of the most important problems that neural network designers face today is choosing an appropriate neural architecture for a given application. Optimization of neural architectures and training method has an influence to the quality of networks measured by their performance.

Finding a solution of the hybrid training and architecture optimization requires a solution of a mixed-integer non-linear optimization problem with a linear constraint. Such problems are NP-complete. The authors [12], [13], [14] used the genetic algorithm approach to select the architecture of Kohonen networks.

The mean propose with this work is to model this choice problem of neural architecture. The objective of our method is: to optimize the self-organizing map in order in order to determine the optimum number of neurons, increase classification rate and minimize the number of iterations. Our approach consists to identify and to select the best map. In the first step, we determine unimportant units and in the second step we delete this unit. We apply this approach for two problems of classification.

This paper is organized as follows: section 2 presents the Self-organizing map; Section 3
presents our proposed algorithm for optimizing the SOM. In section 4 we present the results obtained on different data sets and in the last section we conclude with future work.

2. SELF-ORGANIZING MAP (SOM)

Neural networks, in particular the self-organizing Kohonen maps are an important class of neural networks. They were particularly important since the work of Kohonen [1], [2]. A large variety of related algorithms have been derived from the first SOM model, which differs from one to another, but share the same idea that introduces the topological order between the different clusters. The structure of standard SOM is given in Fig.1.

For convenience, let us mention some notations: let \( N \) be the number of sample points in the data set, \( n \) be the number of features in the original feature set; \( S, M \) be the size of the map units set \( U \) and \( \mathcal{W} \) be the prototype of the \( j \)-th unit.

For convenience, let us mention some notations: let \( N \) be the number of sample points in the data set, \( n \) be the number of features in the original feature set; \( S, M \) be the size of the map units set \( U \) and \( \mathcal{W} \) be the prototype of the \( j \)-th unit.

![](image.png)

**Figure 1: Kohonen Topological Map**

1. **Initialization**: Choose random values for the initial weight vectors \( w_j \) and time \( t = 0 \) and \( T_{\text{Max}} \)
2. **Repeat** \( t < T \)
   • **Sampling**: Draw a sample training input vector \( x \) from the input space.
   • **Matching**: Find the winning neuron \( I(x) \) that has weight vector closest to the input vector:

   \[
   D_i(x) = \arg \min_{j=1}^M \sum_{i=0}^n (x_i - w_{ij})^2 \quad (1)
   \]
   • **Updating**: In this phase the algorithm updates the weights of the winning neuron and of the neurons that lie in a user defined neighborhood as follows:

   \[
   w_j(t+1) = w_j(t) + \eta(t) h_{\mathcal{W}}(t) ||x_i - w_{ij}|| \mbox{ if } \mathcal{W}(t)
   \]
   • **Continuation**: \( t = t + 1 \).

Where:
- \( \eta(t) \): Adaptation coefficient;
- \( V_{\mathcal{W}}(t) \): The neighborhood function
- \( h_{\mathcal{W}}(t) \): Neighborhood kernel centered on the winner unit:

   \[
   h_{\mathcal{W}}(t) = \exp(-||r_{\mathcal{W}} - r ||^2 / 2\sigma^2(t))
   \]

Where \( r_{\mathcal{W}} \) and \( r \) are positions of neurons \( \mathcal{W} \) and \( \mathcal{I} \) in the SOM map. Both \( \eta(t) \) and \( \sigma(t) \) decrease monotonically with time. There is also a batch version of the algorithm where the adaptation coefficient is not used [7].

Changing vectors associated with units made differently depending on the position of the units with respect to the winning unit. The winner will be the node whose vector undergoes the most changes, while the remote units will be less affected. The neighborhood function \( V_{\mathcal{W}}(t) \) will be maximum at \( g = 0 \) and decreases when \( r \) increases (when away from the winner node). A commonly used function is the Gaussian curve.

3. NEW ALGORITHM FOR OPTIMIZING THE SELF-ORGANIZING MAP

SOM has more parameters such as the neurons, the weights and numbers of iterations. For optimizing we remove the selected neuron after each iteration, and learning is done again with the remainder of variables. Let \( N \) be the number of sample points in the data set, \( n \) be the number of features in the original feature set; \( S, M \) be the size of the map units, \( w_j \) be the prototype of the \( j \)-th unit, and \( \mathcal{C} \) denote the maps provided at each step, such as \( p \) the number of units in \( \mathcal{C} \). The principal stages of the algorithm proposed are:
Initialization: Initialized maps \( O_p, p = M \).

Training: Learning a map \( O_p \) with variables \( S \) using SOM algorithm defined above.

Finding: In this phase the algorithm searches and deletes the neuron \( j^p \).

1. \[ u_j = \frac{e}{n}(u_j), 1 < j < p, \quad (4) \]
2. \[ j = a \cdot m \cdot \sum_{j=1}^{p} (E_j)w \quad \{j/\} \]
3. Deleting the neuron \( j^p \), \( p = p - 1 \)
4. If \( E_T > S \) \( \theta (p) > n \) go to step 2;

Where:

- \( \text{card}(U_j) \): Represents the number of samples assigned to the neuron \( j^p \), where \( U_j \) is set the samples winning by unit \( j^p \).
- \( E_t \): Error for \( j^p \) unit
- \( E_t = 1/\text{card}(U_j) \sum_{j=1}^{c} (U_j)^D \) \( (6) \)
- \( E_t \): The estimated topological error.

4. RESULTS AND DISCUSSION OF EXPERIMENT

For evaluating the performance of our algorithm, we choose two known problems from the UCI repository of machine learning databases [3]: Databases “Iris” and “seeds”. We developed the programs in JAVA environment and tested in the Intel (R) Core TM Duo CPU of processor 2.53GHz and RAM of 2Go.

4.1 Preprocessing

To illustrate the advantages of our method, we apply our algorithm to a normalized data set. After normalization, all features of these examples are between zero and one. By doing this, all features have the same contribution to classification. To this end, we use the following normalization:

\[ x_{ij}^{k} = \frac{x_{ij}^{k} - \min(x_i)}{\max(x_i) - \min(x_i)} \quad (7) \]

4.2 Performance Evaluation

In this paper, we evaluate the performance of different classification methods using predictive accuracy, which can be defined as:

\[ \text{Accuracy} = \frac{N_1 + N_2 + \ldots + N_l}{N} \times 100 \]

Here, \( N_1, N_2, \ldots, N_l \) respectively denote the correct classification numbers of the samples belonging to a corresponding class; \( N \) represents total sample numbers.

4.3 Experiment results

Let NLB (Number the learning base), CC (Data Correctly Classified) and MC: Data Misclassified.

4.3.1 Database Iris

This database contains 3 classes of 50 samples, where each class refers to a type of iris plant. The samples in this database are characterized with 4 variables. For testing our method, the data set is divided into two parts: the training set and test set.

We used half of the samples (75 samples) for training, 75 samples for the test.

We conducted a series of experiments by reducing the size of the map, where we have applied our algorithm for instance of the database Iris. The TABLE I presents the obtained results. We remark that this method give the good results because, all the training data were correctly classified except five. In fact, these elements (misclassified) are one from Setosa class and two from the Virginica and Versicolor class.

**Table I: Numerical Resultants Obtained By Our Approach Applied To Database Iris**

<table>
<thead>
<tr>
<th></th>
<th>NLB</th>
<th>CC</th>
<th>MC</th>
<th>Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Setosa</td>
<td>25</td>
<td>24</td>
<td>1</td>
<td>96%</td>
</tr>
<tr>
<td>Virginica</td>
<td>25</td>
<td>23</td>
<td>2</td>
<td>92%</td>
</tr>
<tr>
<td>Versicolor</td>
<td>25</td>
<td>23</td>
<td>2</td>
<td>92%</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td>75</td>
<td>70</td>
<td>5</td>
<td>93.33%</td>
</tr>
</tbody>
</table>

4.3.2 Database Seeds

This database represents measurements of geometrical properties of kernels belonging to three different varieties of wheat. A soft X-ray technique and GRAINS package were used to construct all seven, real-valued attributes. The examined group comprised kernels belonging to three different varieties of wheat: Kama, Rosa and Canadian, 70 elements each, randomly selected for the experiment. The samples in this database are characterized with 7 variables.
For testing our method, the data set is divided into two parts: the training set and test set. We used 135 samples for training and the rest samples for the test.

We realize a series of experiments by reducing the size of the map, where we have test our methods for instance of the database Seeds. The TABLE II presents the obtained results of training data. We observe the proposed method permits to well classify the training data. The results obtained by our algorithm are good, because most the training data were correctly classified except eight. These elements are three from Rosa, Canadian class and two from the Rama class.

Table II: Numerical Resultants Obtained By Our Approach Applied To Database Seeds

<table>
<thead>
<tr>
<th></th>
<th>NLB</th>
<th>CC</th>
<th>NCA</th>
<th>Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kama</td>
<td>45</td>
<td>43</td>
<td>2</td>
<td>95.55%</td>
</tr>
<tr>
<td>Rosa</td>
<td>45</td>
<td>42</td>
<td>3</td>
<td>93.33%</td>
</tr>
<tr>
<td>Canadian</td>
<td>45</td>
<td>43</td>
<td>3</td>
<td>95.55%</td>
</tr>
<tr>
<td>Total</td>
<td>135</td>
<td>128</td>
<td>8</td>
<td>94.81%</td>
</tr>
</tbody>
</table>

4.4 Comparisons and discussions

In order to evaluate the performance of the proposed method, we compared our method with another learning algorithm: Support Vector Machine (SVM) for the classification of Iris and Seeds data. The results are presented in TABLE III and TABLE IV.

Table III: Comparisons Of Classifiers Data Iris

<table>
<thead>
<tr>
<th></th>
<th>SOM</th>
<th>SVM</th>
<th>proposed method</th>
</tr>
</thead>
<tbody>
<tr>
<td>NI</td>
<td>2000</td>
<td>5000</td>
<td>120</td>
</tr>
<tr>
<td>NCLB</td>
<td>4</td>
<td>3</td>
<td>5</td>
</tr>
<tr>
<td>NCTB</td>
<td>4</td>
<td>5</td>
<td>4</td>
</tr>
<tr>
<td>AcLS (%)</td>
<td>94.6</td>
<td>96</td>
<td>93.3</td>
</tr>
<tr>
<td>AcTS (%)</td>
<td>94.6</td>
<td>93.3</td>
<td>94.6</td>
</tr>
<tr>
<td>ER</td>
<td>0.053</td>
<td>0.053</td>
<td>0.060</td>
</tr>
</tbody>
</table>

Where:
- NI: Number of iterations
- NCLB: Not classified as learning base.
- NCTB: Not classified as test base.
- AcLS: Accuracy for the learning set.
- AcTS: Accuracy for the test set.
- ER: Error Rate

Our classifier, SOM and SVM classifier have been applied to the same digital database. In order to consider their performance in the most objective manner possible, TABLE III and TABLE IV, show the best qualities of classification methods offered by each classifier model applied respectively a database Iris and seeds. The number of iterations is obtained by several tests.

During our experiments, we observe on the basis of results illustrated in TABLE III, TABLE IV, Figure 3 and Figure 4, that our approach produces satisfactory to those obtained by SOM and SVM in terms of execution time.

Figure 2. Comparisons Of Classifiers Data Iris
The results obtained by comparing our method with SOM and SVM our proposed give a good results with a number less iterations end neurons by report SOM and SVM. For example the database Iris our method has 120 iteration and 13 neurons and the SOM method has 2000 iterations and 36 neurons.

5. CONCLUSION

In this paper we proposed a method for optimizing the Kohonen Self-Organizing Map. This method has been applied two known problems from the UCI repository of machine learning databases. The obtained results demonstrate the performance of this method. We compared the performance of this approach with the SOM and SVM classifier; the results obtained are quite satisfactory.

In the application in classification, the proposed method can classify the data very well with less number of iterations relative to SOM. In future work we will try to adapt our algorithm for the problem of image classification and we will enhance our algorithm.
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