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ABSTRACT

The use of artificial neural networks is a promising approach for prediction of fine particles concentrations
under variable meteorological conditions. This paper analyzes the statistical analysis of Multivariate
Regression Analysis (MVRA) versus Artificial Neural Networks (ANN) and investigations were performed
on real statistical data set obtained from measurements of the process parameters of recent six months data
under industrial conditions. Most influential statistical parameters such as R, R-square, Adjusted R-square,
MAE, RMSE are evaluated for choosing right modeling tool in this investigation.
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1. INTRODUCTION

Regression analysis is necessary in
modern science problems for almost all data
reduction. This is one type of machine learning
method using mathematical equations. In a
regression analysis, the relationship is studied
between the dependent and independent variables
and if one input is chosen it is linear regression
model and two or more inputs are selected  it is
termed as multiple linear model. There are three
types of regression models which are linear
regression, Non-Linear regression and Polynomial
regression. In this paper, ambient pollutant
respirable particulate matter is assumed as
dependent variable and two weather parameters
wind speed, temperature and two ambient
pollutants - oxides of nitrogen, particulate matter
are considered as independent variables. Numerous
studies have been made for prediction of air
pollutants which are detailed in this literature
survey. In 2015, Andrew C. Comrie [1] examines
the multiple regression models versus neural
networks on nonlinear relationships between the
pollutants and weather parameters for ozone

predictions and proved that neural network
techniques are somewhat better than regression
models for daily ozone prediction. In 2014, Elmira
Shamshiry etal [2] studied the forecasting of solid
waste generation in Langkawi Island using ANN
model and Multiple Regression Analysis (MRA). In
his study, comparison is made on statistical
parameters such as R2, MAE, MARE and RMSE
and proved that ANN model is better than MRA.
Prakash G L etal (2014) [3] developed a multi layer
neural network model using neural network toolbox
in Matlab for optimal controlling of incinerator in
sulphur recovery block of refineries. Mahad S
baawian etal (2014) [4] proved that the value of
coefficient of determination R2 exceeds 0.70 for
prediction of ground level air pollutants by varying
of temperature using the multilayer back
propagation algorithm. Lubna B Mohammed etal
(2013), [5]used a Marquardt-Levenberg learning
algorithm using Matlab and compare the
parameters such as root mean square error and
maximum coefficient of determination R for
prediction of solar radiation in hourly basis. S
Sapna etal (2012), [6] applied Levenberg-
Marquardt algorithm which gives best performance
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in medical field for the prediction of diabetic status.
Jyoti Kumar Arora and Ponnala Vimal Mosahari
(2012) [7] used single layer Artificial Neural
Network (ANN) modeling to predict the noise due
to road traffic in Agra-Firozabad highway using
Levenberg-Marquardt algorithm (LMA) and was
found the best performance at1500 Epoch with 0.70
momentum. Mohammad Zaefizadeh etal [8]
suggested that yielding more barley is predicted by
considering correlation, multiple regressions and
multi-layer neural network (ANN) model. Olaniyi S
Maliki etal [9] found that two techniques such as
Neural Network and Statistical Technique for
modeling and forecasting the electrical power
generated of Nigeria are used to access power
generation up to 2036. Isık Yilmaz a  etal [10] used
MLP, RBF and ANFIS methods for prediction of
swell percent  of soil and compared the results with
the traditional statistical model of MR (multiple
regression) and proved that  RBF exhibited a high
performance. Tharwat E. Alhanafy etal (2010) [11]
applied the techniques of fuzzy logic and neural
networks using matlab for forecasting nitrous
oxides and sulphur dioxides emissions from
industries. Rakesh kundal etal (2006) [12]
demonstrated that support vector machine method
is better than conventional regression approaches
for blast disease prediction in rice which is helpful
for plant science community and farmers. The main
objective of current research is to predict the
ambient pollutant respirable matter using artificial
neural network model and compare the results with
statistical method MVRA.

2. METHODOLOGY

This research compares two different
models such as multivariate regression analysis and
back propagation neural networks for prediction of
respirable particulate matter which is released from
industries and causing severe effects to humans. It
is observed that for complex variables, the back
propagation Neural Network is better for prediction
when compared with multivariate regression
analysis. The data on ambient air pollutants and
meteorological parameters are collected per hour
for six months (180 instances) of winter season
from August-14 to January-15 from KTPP. After
collection of data the statistical method is
evaluated. Before proceeding to regression model,
correlation coefficients are calculated for all the
parameters and understood that all are correlated
with dependent variable. After correlation, the
hypothesis test is conducted at 95% confidence
level. From this test, probability is greater than 0.05

so that, the relation is linear. The equation y= a +
b1 x1 + b2 x2 + b3 x3 + b4x4 is chosen. For
selecting the best subset of independent variables,
stepwise selection method is adopted. In this
method, the most correlated variable is first
selected then R-square, Mallows coefficient (Cp)
and Adjusted R-square are calculated and subset of
variables is selected based on high adjusted R-
square and lowest cp value. After applying
multivariate linear regression equation y = 11.23 +
0.297(x1) + 0.131(x2) – 0.972(x3). Now, this is the
best fit model as far as multivariate regression
analysis [13] is concerned. Then the research work
is focused on developing multilayer back
propagation neural network model using the neural
net toolbox in Matlab R20077b [14]. The back
propagation neural network consists of nodes that
are organized in three tiers of input, hidden and
output. The nodes in every layer compute activation
functions and process the data from one layer to
another layer by random generating of weights. In
the output layer, the output node estimated the error
and then propagated backward by adjusting the
connected weights repeatedly and the network
learns the relations between the input variables and
predicted variable. In this work, the recorded hourly
data for five months was used as training data and
the one month was used as validation data. Many
training algorithms are there for training neural
networks. In this paper, Levenberg-Marquardt
(LM) back propagation algorithm [15] is used for
training the network because the error function is
minimized with the combination of Gauss Newton
and gradient descent method. For the use of
gradient descent method, the sum of the squared
errors are being reduces and the parameters are
updated. The back propagation model mainly
consists of network architecture and set of
performance parameters. In this paper, the network
model was run in a supervised manner based on
trial and error technique and the architecture of 4-1-
1 was developed and parameters such as correlation
coefficient (R), coefficient of determination (R2),
mean absolute error (MAE), root mean square error
(RMSE) are calculated and shown in tables 1& 2.

3. RESULTS AND DISCUSSIONS

In this research work, the statistical
method- multivariate regression and artificial neural
network model-back propagation are used to
investigate their ability to predict respirable
particulate matter in KTPP. The data collected on
winter season between August-2014 to January-
2015 was used for training and testing of neural
network. Initially, MVRA is used to predict
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particulate matter with the help of four input
variables. Only three variables are selected based
on the decisive indicators Adj.R2 and Cp as shown
in table1. The input variable ‘temperature’ was
deleted from the input data due to the fact that the
Data was collected during winter season and hence
there was not much change in temperature and it
did not affect the output variable.  At last, the most
influence statistical analysis parameters like R, R2,
MAE, RMAE are clearly indicated as shown in the
table2. For back propagation neural network,
Marquardt-Levenberg training algorithm is
considered because it yields the least root mean
squared error (RMSE) and higher coefficient of
determination (R) for the entire data in training and
testing. The Marquardt-Levenberg learning
algorithm training automatically stopped at epoch
4. It was found that multilayer perceptron back
propagation artificial neural network model yields
best results when compared to multivariate
regression analysis. The network is trained with
800 epochs with four input nodes, three hidden
nodes and one output node with different
parameters such as epoch, time to train in seconds,
performance goal, validation failures and gradient
etc. By Marquardt-Levenberg algorithm, the R
values for training and testing are 1.0000 and
0.9996 respectively are shown in fig1, fig2 and the
graph between actual and predicted particulate
matter values are shown in graphical representation
in fig3.

Table1: Selection Of Best Fit Of Subset.

Table2: Comparison Of MVRA And BPNN Model

Fig1: BPNN Model Indicates Predicted Vs Observed
Values

Fig 2: Plotting Of Neural Network Training
Performance Parameter MSE

Fig3: Graph Showing Actual Values Vs Predicted
Values

S.no Subset of
variables

R2 Adj.R2 Cp=
(SSE/Var)+

2k-n
1. x1 0.539 0.534 27.626

2. x1,x2 0.606 0.599 8.392

3. x1,x2,x3 0.613 0.603 8.149

4. x1,x2,x3,x4 0.614 0.601 9.999

S.no Perfor
mance

parame
ters

Multi Variant
regression

method

Back
Propagation

neural network
model

1 R 0.783 0.9998
2 R2 0.613 0.9988
3 Adj.R2 0.603 0.9978
4 MAE 6.283 0.0001
5 RMSE 7.963 0.0001
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4. CONCLUSIONS

This paper presents a detailed analysis and
comparison for prediction of particulate matter
using air pollutants and meteorological variables.
MVRA and multilayer perceptron neural network
models have been used as the relationship between
input and outputs are non-linear and complex. The
data collected from power plant on an hourly basis
has been averaged into daily basis which consisted
of 184 instances, out of that 70% of data used as
training and 30% of data used for testing. ANN
model with structure 4-1-1 has been chosen as
appropriate model according to three statistical
indexes MAE, RMSE and R2. In multi variant
analysis, the performance parameters are 70%
accurate but in artificial neural network using back
propagation yields 99% accuracy for prediction so
that the final results of ANN model are displayed
better than that of multivariate regression models.
The scope of this paper is limited to data collected
during winter season only. The further work is
going on to collect three years of data and is
predicted by using different soft computing
techniques.

5. RECOMMENDATIONS

It is observed that some of the data
collected for particulate matter exceeded the limit
value of national standards. As the site is situated
very near to state highway road and due to heavy
vehicle traffic, the release of air pollutants is more.
It is recommended that particulate matter can be
reduced by firing good coal, by maintaining proper
combustion of coal in the boiler and supplying
sufficient air for complete combustion of coal.
However, the controlling steps like spraying of
water on dust, less utilization of petrol and diesel
vehicles and planting of trees can be taken up to
reduce pollution levels at site.
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