
Journal of Theoretical and Applied Information Technology 
 30

th
 June 2015. Vol.76. No.3 

© 2005 - 2015 JATIT & LLS. All rights reserved.  

 

ISSN: 1992-8645                                                       www.jatit.org                                                          E-ISSN: 1817-3195      

 
393 

 

ENHANCING ROUGH SET THEORY ATTRIBUTES 

SELECTION OF KDD CUP 1999 

 

 
¹HAMID H. JEBUR  ²MOHD AIZAINI MAAROF     ³ANAZIDA ZAINAL 

Universiti Teknologi Malaysia, Faculty of Computing 

81310 Skudai, Johor, Malaysia 

E-mail: ¹hamedhh59@yahoo.com , ²Aizaini@utm.my, ³Anazida@utm.my  

 

 

ABSTRACT 

Attribute selection (Feature Selection) is a significant technique for data preprocessing and dimensionality 

reduction. Rough set has been used for attribute selection with great success. The optimal solution of rough 

set attribute selection is a subset of attributes called a reduct. Rough set uses approximation during 

reduction process to handle information inconsistency. However, some rough set approaches to attribute 

selection are inadequate at finding optimal reductions as no perfect heuristic can ensure optimality. 

Applying rough set for selecting the optimal subset of KDD Cup 1999 does not guarantee finding the 

optimal reduct of each class of this dataset due to the overlap between the lower and upper approximation 

of each class and the overlap between the reducts of all classes. This paper introduces a new approach to 

enhance the reduct of all classes by overcoming the overlap problem of rough set through adding union and 

voting attributes of all dataset classes as new reducts in addition to the normal reduct. The all reducts were 

evaluated by using different classification algorithms. The approach led to generate two generic attributes 

sets that achieved high and comparable accuracy rates as the normal attributes of rough set for the same 

dataset. 

 Keywords: Rough set; Attribute selection; Reduct; approximations; KDD Cup 1999 

1. INTRODUCTION 

 Zdzisław Pawlak introduced the Rough 

Set Theory (RST) in 1982 as a mathematical 

method to deal with vague and fuzzy information 

[1, 2, 3]. Rough set theory is commonly used for 

attributes selection in information system [4]. 

The attribute selection optimal solution is an 

attributes subset with minimal number of 

attributes called a reduct [5]. The rough set 

produces all potential reducts and chooses the 

one with minimum cardinality and highest 

dependency [6]. The rough set theory main 

concept is an indiscernibility relation between 

two objects or more that have similar values with 

a considered subset of attributes [1]. Inconsistent 

information in rough set theory is handled using 

two approximations; the upper and lower 

approximations [1]. The lower includes all 

objects that definitely belong to the set, while the 

upper approximation contains all objects that 

may belong to the set. The difference between 

the two approximations represents the rough set 

boundary region [7, 8, 9]. The approximations  

and the boundary region of a dataset B is 

illustrated in figure1. 

 

 
Figure 1: Rough Set Approximations [10] 

 

 

POS (B) = lower approximation (definitely 

member of B) 

NEG (B) = not member of B 

BR (B) = upper approximation (potentially 

member of B) 

 Nevertheless, reducts calculation is a 

major problem in RS theory [11, 12, 13] and 

calculating the optimal reduct is an NP-hard 

problem [3, 13, 4]. The reduct contains the 

significant attributes and irrelevant attributes [3]. 
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Anyway, some rough set methods to attribute 

selection are incapable to find optimal reduct [2, 

9, 12]. As an example, Johnson’s algorithm is 

implemented in the Rosetta toolkit for reduct in 

rough set. The algorithm is a simple greedy 

single reduct algorithm that considers the 

recurrent attributes in every repetition as the 

most related to the reduct. Yet, it does not 

guarantee to find the best solution, even though 

it finds a solution closer to the optimum in some 

cases [5].  

 

 The literature provides many rough set 

algorithms for attributes selection, but most of 

them are inefficient to fine optimal reduct [8, 

14]. Applying rough set for selecting the optimal 

subset of KDD Cup 1999 does not ensure finding 

the optimal reduct of each class of these data due 

to two reasons. First, there is an overlap between 

the attributes of upper and lower approximations 

of each class through the boundary region. 

Second, there may be an overlap between the 

reducts of all classes. To overcome this problem, 

this paper introduces a new approach to enhance 

the reducts of all classes while keeping high 

accuracy rate. The approach involves adding 

union and voting attributes of all data classes as 

new reducts. The paper is organized as follows. 

Section 2 presented the related work. Sec 3 

shows the research data. The proposed approach 

is introduced in section 4. The results and 

discussion are explained in section 5, while 

conclusion is presented in section 6. 

 

2. RELATED WORK 

 Researchers utilized different 

algorithms and approaches to enhance the rough 

set theory reducts including heuristic and meta-

heuristic algorithms [14]. Wang et al [2] 

proposed rough sets and particle swarm 

optimization (PSO) to overcome the inadequacy 

of hill-climbing rough set approaches in attribute 

selection. Wang et al [3] proposed a rough set 

approach based on scatter search algorithm for 

attribute selection. Mafarja and Eleyan [6] 

proposed an attributes reduction method based 

on Ant Colony algorithm and rough set theory. 

Arafat et al. [15] proposed Ant Colony algorithm 

to optimize the reduction of rough set theory. 

Hedar et al. [11] suggested a Tabu search to 

enhance attribute reduction in rough set theory. 

Jabbar and Zainudin [16] used the water cycle 

algorithm (WCA) to determine the minimum 

reduction in the rough set theory. Mafarja and 

Abdullah [17] proposed the record-to-record 

travel optimization algorithm and rough set for 

attribute reduction. Most of previous researches 

are more computational cost and time 

consuming, which are overlooked in many times 

if the researches achieve better results. However, 

in spite of much research, no heuristic could 

assure optimality [2]. 

3. RESEARCH DATA 

 DARPA dataset is still used as a 

benchmark for testing most of the intrusion 

detection system [18, 19, 20]. KDD Cup 1999 

includes (41) attributes shown in table 1. The 

dataset is classified into five main categories, 

which are Normal, Denial of Service (DoS), 

Remote to Local (R2L), User to Root (U2R) and 

Probing. A subset of 10% of KDD Cup 1999 

dataset preprocessed by [21, 22] is used in this 

study. The training data includes 5,092 records, 

and testing data includes 6,890 records. These 

records have same distribution of KDD Cup 

1999 dataset. The motivation for using KDD 

Cup1999 is that many algorithms and approaches 

were used for attributes selection using this 

dataset, but they selected different types and 

number of attributes [21, 27, 28]. 

 
Table 1: KDD CUP 1999 Attributes [22] 

 

4. THE PROPOSED APPROACH 

 To prove the research objective, 

Johnson’s algorithm is selected to demonstrate 

the research approach.  Johnson’s algorithm 

rough set is implemented on the total attributes 

of KDD Cup 1999 to select the minimal subset 

of attributes for each class. Johnson’s algorithm 

generates single subset of attributes called 

reduct. This subset is considered in this research 

as normal attributes to differentiate it from other 

subsets of attributes. Johnson’s algorithm rough 

set is based on selecting the frequent attributes as 

the reduct core. However, this algorithm does not 

guarantee to find the best reduct. The proposed 

approach utilizes the function of the algorithm on 

the normal attributes of each class since the 

reduct of each class is considered inefficient. The 

approach performs its function to solve the 

overlap problem in two ways. First, it selects the 

union attributes of all dataset classes to ensure 

that the reduct includes all the relevant attributes 

for each class.  Second, it selects the most 

frequent attributes in all classes as the core 
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attributes for a generic reduct for all classes. The 

frequent attributes are considered as voting 

attributes. The approach idea can be explained as 

follows. The reduct of each class contains 

essential attributes and redundant ones and may 

be miss some attributes found in the other 

classes. Therefore, Union attributes are selected 

because they inevitably contain all the relevant 

attributes of each class. Due to the high 

probability of the existence of redundant 

attributes, the most frequent attributes in all 

categories are selected and considered essential 

and necessary attributes of each class. Therefore, 

two set of generic attribute are produced. These 

sets are evaluated by using classification 

algorithms to compare their performances. The 

approach is illustrated in figure 2, and the pseudo 

code is listed below. 

 Pseudo Code 

 

1. Apply RST algorithm to each class of 

KDD Cup 1999 

2. Define normal attributers set of each 

class 

3. Find union attributes set of all classes 

normal attributes 

4. Apply voting technique to find voting 

attributes set 

*For all normal attributes of all 

class: 

*Find the repetition of each 

attributes 

*If the number of attribute 

repetition is ≥ 3 adds the attribute 

to the voting attribute set 

*Define the voting attribute set 

5. Apply classification algorithm to 

evaluate normal, union and voting 

attributes sets 

6. The set with high accuracy = final 

attributes set 

 

Figure 2: The Proposed Approach 

 

 

 

5. RESULTS AND DISCUSSION 

 

 ROSETTA GUI version 1.4.40 toolkit 

is used to implement Johnson’s algorithm rough 

set for attribute selection. Rosetta is an open 

source collection of C++ classes and routines 

used for data mining and machine learning in 

general and particularly for rough set theory 

[23]. Weka 3.7.9 is used for classification. Weka 

is open source software developed by Waikato  

University in New Zealand. It includes several 

machine-learning algorithms for data mining. 

The results of the RST for each class (normal 

attributes) and for the union and voting attributes 

for all classes are shown in tables 2 and 3. 

 

 

Table 2: Normal Attributes of Each Class  

 

 
 

 

 

Table3: Union and Voting Attributes of All lass 

 

  
 

 

 It can be shown from tables 2&3 that 

the normal attributes of all classes include 

various sets. Class 1, 2 and 4 have (7) different 

attributes, while classes 3 and 5 have (10) and 

(8) attributes respectively. Union attributes 

number equals to 13, and voting attributes 

number equals to 8. The three sets (normal, 

union and voting) of attributes are evaluated 

using various algorithms in Weka namely J48, 

Random Forest and K Star. The J48 algorithm is 

a version of C4.5 decision tree for classification 

[24]. The Random Forests uses the random 

selection of training data samples to make a set 

of un-pruned regression trees [25]. The K Star is 

an instance-based classifier that uses an entropy-

based distance function on the contrary of other 

instance-based learners. The K Star classifies an 

instance by comparing it with pre-classified 

examples [26]. A full training dataset of each 
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dataset class is used to train the classifiers to 

build the classification models that were 

evaluated on the test data of the same classes. 

The classification results are shown in tables 

4,5,6,7 and 8. 

Table 4: Classification Results of Class1 

   

 Table 4 indicates that three sets of 

attributes achieve almost the same accuracy rates 

with slight differences. Voting attributes achieve 

the same accuracy of normal ones when using 

J48 and K Star algorithms, while union attributes 

achieve higher accuracy when using K Star 

algorithm. 

 

Table 5: Classification Results of Class2 

 

 

 Table 5 also indicates slight differences 

among the three sets of attributes; however, 

voting attributes achieve better accuracy when 

using all algorithms. 

 

Table 6: Classification Results of Class3 

  

 Class 3 classification results as shown 

in table 6 indicate that voting attributes achieve 

same accuracy when using J48 and K Star 

algorithms, while union attributes achieve better 

accuracy when using K Star and Random Forest. 

      

Table 7: Classification Results of Class4 

  Table 7 shows a high 

performance for all algorithms, where union and 

voting attributes achieve maximum accuracy 

same as normal attributes 

 

Table 8: Classification Results of Class5 

 

  

  

 Table 8 shows a convergence between 

the results of the three attributes sets and the 

algorithms. Voting attributes achieve better 

accuracy when using J48 algorithm, while union 

attributes achieve better accuracy when using K 

Star algorithm 

 

 Generally, the union and voting 

attributes achieve high performance close to a 

large extent to the normal attributes and 

sometimes surpass them. For all classes, J48 

algorithm achieves high accuracy rate equals to 

the normal attributes (sometimes better) with 

voting attributes. On the other hand, K Star 

algorithm achieves same results as J48 algorithm 

for all classes but with union attributes. The 

slight differences between the results of the 

algorithms may be due to the effect of algorithms 

behaviors and structures. 

 

6. CONCLUSION 

 

 This paper introduces a new approach 

to enhance the RST reduct for KDD Cup 1999 

dataset by overcoming the overlap problem 

between the reduct of RST of all dataset classes  

through adding new reducts represented by union 

and voting attributes. The proposed approach 
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yielded two subsets of generic attributes of KDD 

Cup 1999 that include (8) and (13) attributes. 

Both sets are evaluated using different 

algorithms and revealed high and comparable 

performance comparing with normal attributes of 

the rough set reduct. The motivation for this 

research is the inefficiency of some rough set 

approaches to find the minimal reduct and the 

vagueness between the rough set 

approximations. The approach achieves two 

important issues; the first is providing generic 

attributes of KDD Cup 1999. The second one is 

providing a method to mitigate the overlapping 

problem of rough set. The future works aims to 

apply the same approach to several reducts of 

same algorithm for the same dataset and with 

different datasets. 
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Table 1: KDD Cup 1999 Attributes [22] 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

No  

 

Network  attributes 

 

No  

 

Network attributes 

 

No  

 

Network attributes 

 

No  

 

Network attributes 

1 duration 12 logged_in 23 count 34 dst_host_same_srv_rate 

2 protocol_type 13 num_compromised 24 srv_count 35 dst_host_diff_srv_rate 

3 service 14 root shell 25 serror_rate 36 dst_host_same_src_port_rate 

4 flag 15 su_ attemped 26 srv_serror_rate 37 dst_host_srv_diff_host_rate 

5 src_bytes 16 Num_root 27 rerror_rate 38 dst_host_serror_rate 

6 dst_bytes 17 Num_file_creations 28 srv_rerror_rate 39 dst_host_srv_serror_rate 

7 land 18 Num_shells 29 same_srv_rate 40 dst_host_rerror_rate 

8 wrong fragment 19 num_access_files 30 diff_srv_rate 41 dst_host_srv_rerror_rate 

9 urgent 20 num_outbound_cmds 31 srv_diff_host_rate   

10 hot 21 is_host_login 32 dst_host_count   

11 Num_failed_logins 22 is_guest_login 33 dst_host_srv_count   



Journal of Theoretical and Applied Information Technology 
 30

th
 June 2015. Vol.76. No.3 

© 2005 - 2015 JATIT & LLS. All rights reserved.  

 

ISSN: 1992-8645                                                       www.jatit.org                                                          E-ISSN: 1817-3195      

 
400 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

         Figure 2: The Proposed Approach 
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