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ABSTRACT 

 

The Round Robin (RR) CPU scheduling algorithm is a fair scheduling algorithm that gives equal time 

quantum to all processes. The choice of the time quantum is critical as it affects the algorithm’s 

performance. This paper proposes a new algorithm that enhanced on the Improved Round Robin CPU 

(IRR) scheduling algorithm.   The proposed algorithm was implemented and benchmarked against basic 

round robin algorithms available in the literature. The proposed algorithm compared with the basic round 

robin algorithms, produces minimal average waiting time (AWT), average turnaround time (ATAT), and 

number of context switches (NCS). From the obtained results we observed that proposed algorithm met 

better scheduling criterion than the basic round robin scheduling algorithm. 

 

Keywords: Scheduling Criteria, Scheduling Algorithms, Round Robin, Time Quantum, Waiting Time, 

Context Switches. 

 
1.   INTRODUCTION 

 

Multiprogramming is one of the most important 

aspects of operating systems. 

Multiprogramming became possible when disks 

were introduced to the computing world. The 

concept of multiprogramming relies on the 

capability of a computer to store instructions for 

long-term use. The goal is to reduce CPU idle time 

by allowing new jobs to take over the CPU 

whenever the currently running job needed to wait. 

Process scheduling is an essential part of a 

Multiprogramming operating system. CPU 

scheduling algorithms are used for better utilization 

of CPU. Main objective is increasing system 

performance in accordance with the chosen set of 

criteria. It is the change of ready state to running 

state of the process. CPU scheduler selects from 

among the processes that are ready to execute and 

allocates the CPU to one of them.CPU scheduling 

is the basis of multiprogramming systems. 

Maximum CPU utilization obtained with 

multiprogramming. CPU scheduling more complex 

when multiple CPUs are available. 

 

1.1 CPU Scheduling Algorithms 

CPU scheduling algorithms are used to allocate the 

CPU to the processes waiting in the ready queue. 

Some of the popular CPU scheduling algorithms 

are First Come First Serve (FCFS), Shortest Job 

First (SJF), Priority Scheduling (PS) and Round 

Robin (RR).The FCFS is the most intuitive and 

simplest technique is to allow the first process 

submitted to run first. In effect, processes are 

inserted into the tail(rear)of a queue when they are 

submitted. The next process is taken from the 

head(front) of the queue when each finishes 

running. The average waiting time in FCFS is quite 

long. Shortest-Job-First (SJF) is a non-pre-emptive 

discipline in which waiting job with the smallest 

estimated run-time-to-completion is run next. In 

other words, when CPU is available, it is assigned 

to the process that has smallest next CPU burst. 

The SJF scheduling is especially appropriate for 

batch jobs for which the run times are known in 

advance. Since the SJF scheduling algorithm gives 

the minimum average time for a given set of 

processes, it is probably optimal. The SJF 

algorithm favours short jobs at the expense of 

longer ones. The obvious problem with SJF 

scheme is that it requires precise knowledge of 

how long a job or process will run, and this 

information is not usually available. The basic idea 

of Priority Scheduling  is straightforward: each 

process is assigned a priority, and priority is 

allowed to run. Equal-Priority processes are 

scheduled in FCFS order. The shortest-Job-First 

(SJF) algorithm is a special case of general priority 
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scheduling algorithm. Priority scheduling can be 

either pre-emptive or non pre-emptive. Round 

robin scheduling is a pre-emptive version of first-

come, first-served scheduling. Each process gets a 

small unit of CPU time usually 10-100 

milliseconds. After this time  has elapsed, the 

process is pre-empted and added to the end of the 

ready queue. This time interval is known as a time-

slice or quantum. If a process does not complete or 

get blocked because of an I/O operation within the 

time slice, the time slice expires and the process is 

pre-empted. This pre-empted process is placed at 

the back of the run queue where it must wait for all 

the processes that were already in the queue to 

cycle through the CPU. if a process gets blocked 

due to an I/O operation before its time slice 

expires, it is, of course, enters a blocked because of 

that I/O operation. Once that operation completes, 

it is placed on the end of the run queue and waits 

its turn. A big advantage of round robin scheduling 

over non-pre-emptive schedulers is that it 

dramatically improves average response times and 

starvation free. By limiting each task to a certain 

amount of time, the operating system can ensure 

that it can cycle through all ready tasks, giving 

each one a chance to run. With round robin 

scheduling, interactive performance depends on the 

length of the quantum and the number of processes 

in the run queue. Round robin techniques is one of 

the most popular scheduling algorithms but the 

problem with that is more context switches, more 

waiting time. Round Robin scheduling is an older 

method of CPU time sharing, proposed ADDR 

algorithm meet better scheduling criterion than the 

basic round robin scheduling algorithm. 

1.2 Scheduling Criteria 

There are many different CPU scheduling 

algorithms. The choice of a particular algorithm 

may favor one class of processes over another. 

There are several different criteria to consider 

when trying to select the "best" scheduling 

algorithm for a particular situation and 

environment, including: 

 

1. Context Switch: This is the process of 

storing and restoring context (state) of a 

preempted process, so that execution can be 

resumed from same point at a later time. 

2. Throughput: This is the number of processes 

completed per unit time. May range from 10 

/ second to 1 / hour depending on the 

specific processes. Context switching and 

throughput are inversely proportional to 

each other. 

3. CPU Utilization: This is a measure of how 

much busy the CPU is. CPU Utilization my 

range from 0 to 100 percent. The aim is to 

maximize the CPU utilization. 

4. Turnaround Time: Time required for a 

particular process to complete, from 

submission time to completion. The 

turnaround Time generally limited by the 

speed of the out put device 

5. Waiting Time: How much time processes 

spend in the ready queue waiting their turn 

to get on the CPU. The CPU scheduling 

algorithm does not affect the amount of time 

during which a process executes or does 

input-output but it affects the amount of 

time that a process spends waiting in ready 

queue. 

6. Response Time: It is approximately the time 

of submission of a process until its first 

access to the CPU. The response time should 

be low for best scheduling. 

7. Fairness - Equal CPU time to each thread. 

 

So, a good scheduling algorithm should possess 

the following characteristics: 

• Context switches should be minimum.   CPU 

utilization should be maximum. 

• Throughput should be maximum. Turnaround 

time should be minimum. 

• Waiting time should be minimum. Response 

time should be minimum 

• Fairness in resource allocation is retained. 

 

There are too many disadvantages in various 

CPU scheduling algorithms have so they are rarely 

used in timesharing and real time operating 

systems except for RR scheduling which is 

considered the most widely used CPU scheduling 

algorithms, but There are some disadvantages of 

round robin CPU scheduling algorithm for 

operating system are also there which are as 

follows: 

• Larger waiting time and Response time: it is a 

big drawback in round robin scheduling 

algorithm as it leads to degradation of system 

performance. 

• Context Switches and Low throughput: Context 

switch leads to the wastage of time, memory and 

leads to scheduler overhead. If the number of 

context switches is low then the throughput will 

be high and some of the other disadvantages are 

also there. 
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With these observations it is found that the 

existing simple round robin architecture is not 

suitable for real time systems. So, its drawbacks 

are limited in An Augmented Dynamic Round 

Robin CPU Scheduling Algorithm, it is modified 

and advanced version of round robin described in 

the next section. 

 

The performance of RR scheduling is sensitive 

to time quantum selection, because if time quantum 

is very large then RR will be the same as the FCFS 

scheduling. If the time quantum is extremely too 

small then RR will be the same as Processor 

Sharing algorithm and number of context switches 

will be very high. Each value of time quantum will 

lead to a specific performance and will affect the 

algorithm's efficiency by affecting the processes 

waiting time, turnaround time, response time and 

number of context switches. 

 

In this paper, an algorithm is proposed that 

determines the time quantum dynamically, by 

taking  the available burst time of processes in the 

system. This algorithm together with  RR are 

implemented and their results were compared 

based on average waiting time, average turnaround 

time, average response time and number of context 

switches. Results of the analyses show that the 

proposed algorithm is promising as it outperforms 

other algorithms with respect to the average 

waiting time, average turnaround time and number 

of context switches scheduling criteria 

 

2 LITERATURE REVIEW 

 

Various modifications to Round Robin CPU 

scheduling algorithm have been proposed by 

several authors. These modifications can be 

classified as follows: 

 

Manish Kumar Mishra [22] This paper presents 

an improved Round Robin CPU scheduling 

algorithm coined enhancing CPU performance 

using the features of Shortest Job First and Round 

Robin scheduling with varying time quantum. The 

proposed algorithm is experimentally proven better 

than conventional RR. The simulation results show 

that the waiting time and turnaround time have 

been reduced in the proposed algorithm compared 

to traditional RR. 

 

Ali Jbaeer Dawood [10] In this paper, The TQ 

studied to improve the efficiency of RR and 

performs the degrades with respect to Context 

Switching (CS), Average Wait Time (AWT) and 

Average Turned Around Time (ATAT) that an 

overhead on the system. Thus, the new approach 

was proposed to calculate the TQ, known as 

Ascending Quantum and MinumimMaxumum 

Round Robin (AQMMRR). The processes were 

ascending with shortest remaining burst time and 

calculate the TQ from multiply the summation of 

minimum and maximum BT by (80) percentage. 

The experimental result shows that AQMMRR 

performs better than RR and comparing with other 

two related works. 

 

Manish Kumar Mishra,Abdul kadir [14] This 

algorithm is simple to implement, but it generally 

does not provide the fastest service. Round Robin 

being the most popular choice in time shared 

system, but it may not be suitable for real time 

systems because of larger waiting time, turnaround 

time and more number of context switches. This 

paper describes an improvement in RR. A 

simulator program has been designed and tested the 

Improved Round Robin (IRR). After improvement 

in RR it has been found that the waiting time and 

turnaround time have been reduced drastically. 

 

Ishwari and Deepa [8] The proposed algorithm 

improves all the drawbacks of round robin C P U 

scheduling algorithm. The paper also presents the 

comparative analysis of proposed algorithm with 

existing round robin scheduling algorithm on the 

basis of varying time quantum, average waiting 

time, average turnaround time and number of 

context switches. 

 

Manish and AbdulKadir [9] In Round Robin 

CPU scheduling, performance of the system 

depends on the choice of the optimal time 

quantum. This paper presents an improved Round 

Robin CPU scheduling algorithm coined enhancing 

CPU performance using the features of Shortest 

Job First and Round Robin scheduling with varying 

time quantum. The proposed algorithm is 

experimentally proven better than conventional 

RR. The simulation results show that the waiting 

time and turnaround time have been reduced in the 

proposed algorithm compared to traditional RR. 

 

Soraj and Roy [12] This paper gives the better 

result comparison to Simple Round Robin 

Scheduling Algorithm and solves the problem of 

shortest job first scheduling algorithm which is 

starvation. This approach also solves the problem 

higher average waiting time of first come first 

serve scheduling algorithm. The result performance 

I had shown in the performance chart above. The 
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performance in the reference of average waiting 

time, turnaround time and context switches. For the 

future perspective the research should be useful 

with the knowing of arrival time with burst time 

and you can analysis this research for 

improvement. 

 

Debashree Nayak, Sanjeev Kumar Malla [13] In 

this paper, we have proposed a new variant of RR 

scheduling algorithm known as Improved Round 

Robin (IRR) Scheduling algorithm, by arranging 

the processes according to their shortest burst time 

and assigning each of them with an optimal time 

quantum which is able to reduce all the above said 

disadvantages. Experimentally we have shown that 

our proposed algorithm performs better than the 

RR algorithm, by reducing context switching, 

average waiting and average turnaround time. 

 

3 THE PROPOSED ALGORITHM 

 

3.1. Related Work 
In the recent years, a number of CPU scheduling 

mechanisms have been developed for predictable 

allocation of processor. An Augmented Dynamic 

Round Robin Scheduling Algorithm for CPU 

Scheduling allocates the time quantum to all the 

process[24][25][26]. 

 

3.2. ADRR CPU Scheduling Algorithm 
An Augmented Dynamic Round Robin (ADRR) 

CPU scheduling algorithm works similar to Round 

Robin (RR) with an improvement. ADRR picks the 

first process from the ready queue and allocate the 

CPU to it for a time interval of up to 1 time 

quantum. After completion of process’s time 

quantum, it checks the remaining CPU burst time 

of the currently running process. If the remaining 

CPU burst time of the currently running process is 

less than equal half of the time quantum, the CPU 

again allocated to the currently running process for 

remaining CPU burst time. In this case this process 

will finish execution and it will be removed from 

the ready queue. The scheduler then proceeds to 

the next process in the ready queue. Otherwise, if 

the remaining CPU burst time of the currently 

running process is longer than 1/2 time quantum, 

the process will be put at the tail of the ready 

queue. The CPU scheduler will then select the next 

process in the ready queue. 

 

 

 

 

 

Following is the proposed ADRR CPU 
scheduling algorithm 

Step 1. START 

Step 2. Make a ready queue of the Processes say 

REQUEST. 

Step 3. Do steps 4, 5 and 6 WHILE queue 

REQUEST becomes empty. 

Step 4. Pick the first process from the ready 

queue and allocate the CPU to it for a time interval 

of up to 1 time quantum. 

Step 5. If the remaining CPU burst time of the 

currently running process is less than equal to  the 

one time quantum then allocate CPU again to the 

currently running process for remaining CPU burst 

time. After completion of execution, removed it 

from the ready queue and go to step 3. 

Step 6. Remove the currently running process 

from the ready queue REQUEST and put it at the 

tail of the ready queue. 

Step 7.  END 

3.3 Simulation 

 

RR, ADRR algorithm were simulated and their 

performance on four performance criteria: AWT, 

ATAT, ART and NCS were observed. The 

simulations were carried out in a single processor 

environment with only CPU bound and no I/O 

bound processes. The system was assumed to have 

no context switching cost. 

 

Experiments Performed: 
 
For performance evaluation of our proposed 

ADRR algorithm, we have taken two different 
cases. In first case arrival time has been considered 
zero and CPU burst time has been taken in 
increasing, decreasing and random orders. In 
second case arrival time has been considered non 
zero and CPU burst time has been taken in 
increasing, decreasing and random orders. 

 
3.2 Illustrative Example 

 

CASE 1 - Zero Arrival Time: 
 
In this case arrival time has been considered 

zero and CPU burst time has been taken in 
increasing, decreasing and random orders. Time 
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quantum is 10 milliseconds. 
CPU Burst Time in Increasing Order: We 

consider the ready queue with five processes P1, 
P2, P3, P4 and P5 arriving at time 0 with burst 
time 5, 12, 20, 26 and 34 respectively. The 
comparison result of RR and proposed ADRR are 
shown in Gantt chart representation of RR and 
ADRRrespectively. 

 
 
 
 
 
 

 
 

P1 P2 P2 P3 P3 P4 P5 P4 P4 P5 

0 5 15 17 27 37 47 57 67 73   97 
Gantt chart representation of ADRR with random tq=10 ms. 

 

P1 P2 P3 P3 P4 P4 P5 

0 5 17 36 37 56 63 97 
Gantt Chart Representation Of ADRR With Tq= Avg. Of All Process Burst Time 

 

P1 P2 P3 P4 P4 P5 

0 5 17 37 57 63    97 
Gantt Chart Representation Of ADRR With Tq= (Min. Burst Time + Max. Burst Time )/2 

 

 

Algorithm Average 

Waiting 

Time(ms) 

Average 

Turnaround 

Time(ms) 

No.of Context Switch 

RR 38.4 57.8 11 

ADRR 27.2 42.6 6 

ADRR with TQ=Avg. Bt. 24.4 43.8 4 

ADRR with TQ=(min. BT. + max. 

BT.)/2 24.4 43.8 4 
Comparison Of RR And ADRR 

 

P1 P2 P3 P3 P4 P4 P5 P1 P2 P2 P1 

0 10 20 30 40 50 52 57 67 77 83 97 
Gantt Chart Representation Of ADRR With Random Tq=10 Ms. 

 

 

P1 P1 P2 P3 P4 P5 

0 19 34 60 80 92  97 
Gantt Chart Representation Of ADRR With Tq= Avg. Of All Process Burst Time 

 
P1 P1 P2 P2 P3 P4 P5 

0 20 34 54 60 80 92 97 
Gantt Chart Representation Of ADRR With Tq= (Min. Burst Time + Max. Burst Time )/2 

 

Algorithm Average Waiting 

Time(ms) 

Average Turnaround Time(ms) No.of Context Switch 

RR 58 77.4 11 

ADRR 46.4 59.8 7 
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ADRR with TQ=Avg. Bt. 53.2 72.6 4 

ADRR with TQ=(min. BT. + 

max. BT.)/2 53.2 72.6 4 
            Comparison of RR and ADRR 

 
CPU Burst Time in Decreasing Order: We consider the 

ready queue with five processes P1, P2, P3, P4 and P5 

arriving at time 0 with burst time 34, 26, 20, 12 and 5 

respectively. The comparison result of RR and proposed 

ADRR are shown in  the Gantt chart representation of RR 

and ADRR respectively. 

CPU Burst Time in Random Order: We consider the ready 

queue with five processes P1, P2, P3, P4 and P5 arriving at 

time 0 with burst time 20, 34, 5, 12 and 26 respectively. The 

comparison result of RR and proposed ADRR are shown in 

the Gantt chart representation of RR and ADRR 

respectively 

 

 

P1 P1 P2 P3 P4 P4 P5 P2 P5 P5 P2 

0 10 20 30 35 45 47 57 67 77 83 97 
Gantt chart representation of ADRR with random tq=10 ms. 

 

 

P1 P1 P2 P2 P3 P4 P5 

0 19 20 39 54 59 77 97 
Gantt chart representation of ADRR with tq= Avg. of all process Burst time 

 

 

P1 P2 P2 P3 P4 P5 

0 20 40 54 59 71   97 
Gantt chart representation of ADRR with tq= (min. Burst time + max. Burst time )/2 

 

 

Algorithm Average Waiting Time(ms) Average Turnaround Time(ms) No.of Context Switch 

RR 48 67.4 11 

ADRR 37 50.4 7 

ADRR with TQ=Avg. Bt. 40.8 60.2 4 
ADRR with TQ= (min. BT. + 

max. BT.)/2 40.8 60.2 4 
Comparison of RR and ADRR 

 

 
 

Algorithm Average Waiting Time(ms) Average Turnaround Time(ms) No.of Context Switch 

RR 48.8 68.2 11 

ADRR 17.2 32.6 6 

ADRR with TQ=Avg. Bt. 15.2 34.6 4 
ADRR with TQ=(min. BT. + 

max. BT.)/2 15.2 34.6 4 
Comparison of RR and ADRR 
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CASE 2 – Non-Zero Arrival Time: 
 
In this case arrival time has been considered non-zero 

and CPU burst time has been taken in increasing, decreasing 
and random orders. Time quantum is 10 milliseconds. 
CPU Burst Time in Increasing Order: We consider the ready 
queue with five processes P1, P2, P3, P4 and P5 arriving at time 0, 
4, 10, 15 and 17 with burst time 5, 12, 20, 26 and 34 respectively. 
The comparison result of RR and proposed ADRR are shown in  

the Gantt Gantt chart RR and ADRR respectively. 
CPU Burst Time in Decreasing Order: We 

consider the ready queue with five processes P1, 

P2, P3, P4 and P5 arriving at time 0, 4, 10, 15 

and 17 with burst time 5, 12, 20, 26 and 34   

respectively. The comparison result of RR and 

proposed ADRR are shown in  the Gantt chart 

representation of RR and ADRR respectively 

 
Algorithm Average Waiting 

Time(ms) 

Average Turnaround 

Time(ms) 

No.of Context 

Switch 

RR 29.2 48.6 11 

ADRR 37.2 50.6 7 

ADRR with TQ=Avg. Bt. 44 64.4 4 

ADRR with TQ=(min. BT. + 

max. BT.)/2 53.2 72.6 4 
Comparison Of RR And ADRR 

 
CPU Burst Time in Random Order: We consider the 
ready queue with five processes P1, P2, P3, P4 and P5 
arriving at time 0, 4, 10, 15 and 17 with burst time  5, 12, 

20, 26 and 34  respectively. The comparison result of RR 
and proposed ADRR are shown in  the Gantt chart 
representation of RR and ADRR respectively. 

 

Algorithm Average Waiting 

Time(ms) 

Avg. Turnaround 

Time(ms) 

No.of Context Switch 

RR 38.8 58.2 11 

ADRR 27.8 41.2 7 

ADRR with TQ=Avg. Bt. 31 51 4 

ADRR with TQ=(min. BT. + 

max. BT.)/2 31 51 4 
Comparison Of RR And ADRR 

 

 
Comparison With Various Dynamic Quantum Values (If Reaming Burst Time <= 1 Time Quantum) (I= Burst Time In Increasing 

Order, D= Burst Time In Decreasing Order, R= Burst Time In Random Order, NCS= Number Of Context Switches, TAT=Turn 

Around Time, WT=Waiting Time) 
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5. CONCLUSION 

 
In terms of computing power, the CPU 

is the most important element of a computer 

system. CPU scheduling involves a careful 

examination of pending processes to determine 

an improved way to service the requests. Many 

CPU scheduling algorithms have been presented 

having some advantages and disadvantages. In 

this paper An Augmented Dynamic round robin 

CPU scheduling algorithm is proposed.  ADRR 

with varying time quantum proposed in this 

paper giving better performance than 

conventional RR algorithm. Simulation results 

shows that the proposed ADRR CPU scheduling 

algorithm is more efficient than conventional RR 

algorithm also prove the correctness of the 

theoretical results. After improvement in RR it 

has been found that the waiting time and 

turnaround time have been reduced drastically. 

This algorithm can be implemented to improve 

the performance in the systems in which RR is a 

preferable choice. 

 

6. FUTURE WORK 
 

The approach can be further refined using the 

concept of arrival time. 
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