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ABSTRACT

Recently, knowledge extraction from transactional graph databases by mining frequent subgraph patterns has become an interesting research topic. One of the important challenges in this topic is the situation called interactive mining in which the minimum support threshold can be frequently changed to find proper frequent subgraph patterns. Obviously, running the mining method from scratch is very costly. Therefore, in this paper, an efficient tree called IDFP-tree is proposed to develop our previous two-layer model for interactive mining of frequent subgraph patterns from transactional graph databases. The proposed tree constructs the mining model separated from the mining process. Thus, when the minimum support threshold is changed, there is no need to reconstruct the mining model, and only the mining process must be rerun. The experimental results show when the mining model is constructed by IDFP-tree, it can be frequently used and the total runtime of interactive mining of frequent subgraph patterns can be reduced.
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1. INTRODUCTION

Nowadays, an increasing number of large transactional graph databases have been created. This is because; graph is a suitable structure to represent structured and semi-structured data of applications such as bioinformatics, chemistry and social networks [1]. Recently, many studies have been conducted to discover valuable but hidden knowledge in these databases through using data mining techniques. Consequently, numerous methods have been introduced for mining frequent subgraph patterns [2-9]. The main challenge facing all studies carried out in graph mining is the presence of massive databases that need to be constantly scanned [2]. This challenge is very conspicuous in discovering frequent subgraph patterns especially in interactive environments because it makes the mining process very costly. If frequent subgraph patterns can be updated interactively without rescanning databases, it will prevent waste of time. Most of algorithms for frequent subgraph pattern mining are based on two main methodologies Apriori and Pattern-growth. The most of proposed algorithms have been developed for static mining. However, in some applications, users need to change new minimum support threshold interactively to find new and proper frequent patterns. Application of graphs in dynamic environments and low efficiency in previous methods of interactive frequent subgraph mining is caused that introduction an interactive frequent subgraph mining method would be necessary. Nadimi-Shahraki et al. [10] discussed this problem and proposed a two layer model for interactive mining. In this paper, based on their proposed model, an efficient tree called IDFP-tree is proposed for interactive mining of frequent subgraph patterns. IDFP-tree is built in the form of a compact and complete tree by once scanning the graph database in which the mining model can adapt itself to graph structure. The experimental results show that by using IDFP-tree, there is no need to reconstruct the mining model when user changes the minimum support threshold. The rest of the paper is organized as follows. In the next section, the related works are reviewed. The two-layer model is discussed in Section 3. Then, the proposed tree is introduced in Section 4. Then, the evaluation results and conclusions are presented in Sections 5 and 6 respectively.

2. RELATED WORKS

There have been proposed many algorithms for frequent subgraph pattern mining based on two general methodologies Apriori and Pattern-growth [11]. Similar to frequent pattern mining, Apriori based algorithms for frequent subgraph pattern mining must combine the frequent k-subgraph patterns extracted from the previous level to
generate K-1-subgraph candidates. Therefore, k database scans are needed for mining of frequent k-subgraph patterns [11] which is very costly especially when the graph database is very large.

Consequently, there have been introduced following three Apriori-based algorithms: AGM [2], FSG [3] and PM [4]. They generate candidate patterns based on edges, nodes and unconnected paths respectively which is the main difference between these algorithms. Inherently, all of these algorithms suffer from same weaknesses. They need a large amount of memory because of employing breath search methods and generate a large volume of candidate patterns, although they make use from pruning techniques. Consequently, many database scans and examine a large number of candidates are very costly. Furthermore, these algorithms are not adoptable to interactive mining [10].

To solve these weaknesses, J. Han et al. proposed FP-growth in 2000 [14]. It aims to enhance the efficiency of frequent pattern mining by using a novel tree structure called FP-tree. Efficiently, data is captured and kept by FP-tree by two database scans. Then, to mine frequent patterns, FP-growth algorithm explores the tree in a divide-and-conquer strategy without candidate pattern generation. Consistently, a few efficient algorithms have been proposed based on pattern-growth for frequent subgraph pattern mining. However, these algorithms are not easily adaptable with interactive mining. This is because, they are developed based on an integrated and single-layer model which cannot be used for interactive mining. One of the most popular of these algorithms is gSpan that was introduced by Han and Yan in 2002 [6]. Inherently, this algorithm cannot be adapted with interactive mining and it must be rerun from scratch.

Fortunately, a few interactive algorithms have been proposed for frequent pattern mining from which we try to get idea for developing an interactive mining algorithm for frequent subgraph pattern mining.

In 2002, R.P. Gopalan introduced DB-tree algorithm [15] where both frequent and infrequent are kept in the tree. Thus, this algorithm is easily adoptable to interactive mining of frequent patterns. In 2007, C.K.S Leung proposed a new tree structure called Can-Tree [16] for incremental and interactive mining. It captures contents of a transactional database by one database scan. The items in a Can-tree are sorted based on a standard and conventional order and inserted in a tree. In 2009, a new tree structure called CP-tree was introduced by S.K Tanbeer et al. [17]. It keeps the content of a database by scanning once and then uses an FP-growth algorithm for mining frequent patterns. CP-tree is easily adoptable to interactive mining. Then, in 2012 DFP-tree [18] was introduced which revises the process of building the CP-tree and thereby offers a tree for interactive and enhanced mining that is built by one scan of the database.

In next section, using the ideas of the above algorithms and the two-layer model [10] introduced for interactive mining of frequent pattern mining, an efficient tree for interactive mining of frequent subgraph pattern mining is proposed.

3. THE TWO-LAYER MODEL FOR INTERACTIVE MINING

The most efficient algorithms for frequent subgraph pattern mining are based on an integrated single-layer model in which the mining model and mining process are mixed. Mostly, in these methods, the process is done regarding to an adjusted minimum support threshold by which only frequent subgraphs are kept. Thus, this integrity makes these algorithms unable to be used for interactive mining of frequent subgraph patterns. The interactive mining is based on “build once, mine many” [8] and to support this principle for interactive mining, the mining model construction must be separated from the mining process [10]. Consequently, a two-layer model for interactive mining was proposed [10] and the experimental results show that by using this model there is no need to reconstruct the mining model when user changes the minimum support threshold. As shown in figure 1, in the first layer the mining model is constructed and the mining materials are formed. In the mining model layer, attempts are made to offer a structure that is as optimal as possible to be used in the mining process layer. Therefore, the database is captured and kept in memory by an optimal structure and then it can be frequently mined by changing the minimum support threshold [10].

4. THE PROPOSED TREE

In this section, based on the two-layer model explained in previous section, an efficient tree called IDFP-tree is proposed for interactive mining of frequent subgraph patterns. IDFP-tree is an extension of DFP-tree [18] which introduced for
frequent pattern mining. It aims to construct mining model separated from the mining process.

Thus, there is no need to reconstruct the mining model when user changes the minimum support threshold. As Figure 2 showed the algorithm of IDFP-tree, it is a compact structure composed of a graph database that is created by scanning the database once, and is built in the two main stages of embedding and reconstruction.

Algorithm: IDFP-tree. Create Index base Dynamic FP tree

Input: Graph Index list

Output: IDFP-tree

1. create the root of IDFP-tree and label it as “Null”
2. create tempheadertable
3. foreach Index ti in Graph Index list
4. { 
5.   foreach item I in ti.item
6.     tempheader.Add(I)
7.     tempheadertable.sort()
8.     transaction.sort(tempheadertable)
9.     transaction ti insert into IDFP-tree
10. }

Figure 2: A pseudo code of the proposed tree.

Consistently, in the embedding stage, the IDFP-tree is built or updated based on the last frequency of each existing index. This stage is completed by reading the database only once. Reconstruction of the tree changes the semi-ordered existing tree into the format of a compact indexed FP-tree. In the mining process also, the efficient mining algorithm FP-growth is used for exploring the tree [18]. Figure 3 shows an IDFP-tree built on the basis of indices in Table 1.

<table>
<thead>
<tr>
<th>Graphs</th>
<th>Index</th>
</tr>
</thead>
<tbody>
<tr>
<td>MG1</td>
<td>11,12,13,14</td>
</tr>
<tr>
<td>MG2</td>
<td>12,13,14</td>
</tr>
<tr>
<td>MG3</td>
<td>10,13</td>
</tr>
<tr>
<td>MG4</td>
<td>10,11,13</td>
</tr>
</tbody>
</table>

Table 1: Table Of Converted Graphs From G0 To G3

![Figure 3: An IDFP-Tree For G0 To G3 Graphs](image)

5. EVALUATION

In this paper, the efficiency of using IDFP-tree is compared with gSpan as the most popular algorithm for frequent subgraph pattern mining. The proposed tree and gSpan algorithm are experimentally compared conducted by four different datasets. Firstly, they are evaluated for mining model construction or static mining where the minimum support threshold is fixed. The experimental results shown in Figure 4 indicate the mining model construction by using the proposed model is faster than using gSpan algorithm. Since gSpan is based on an integrated model, it is executed from scratch when the minimum support threshold is changed. Thus, it is expected the performance of proposed tree is more than IDFP-tree for interactive mining. Consistently, in each experiment, the algorithms are separately run in the same experimental environment.

In second experiment, the efficiency of using IDFP-tree for interactive mining is evaluated. In the mining model constructed by using IDFP-tree, only the mining stages were carried out from the beginning when the minimum support threshold is changed. However, in the gSpan algorithm all the stages must be rerun from the scratch. The experimental results shown by Figure 5, present the proposed tree is more efficient than gSpan for interactive mining of frequent subgraph patterns. IDFP-tree constructs the mining model independent
of the minimum support threshold, thus it fits "build once, mine many" principle and there is no need to reconstruct the mining model when the minimum support threshold is changed.

![Figure 4: Run Time Of Mining Model Construction By Using The Proposed Tree And The Gspan Algorithm.](image)

![Figure 5: Runtime Of Interactive Mining By Using The Proposed Tree And Gspan.](image)

6. CONCLUSION

Recently, graph mining especially frequent pattern mining has become an interesting research topic. On the other hand, in many applications, interactive mining is a need where user changes minimum support threshold to find proper frequent patterns. In this paper, an efficient tree called IDFP-tree was proposed to develop the two-layer model [10] for interactive mining of frequent subgraph patterns. Using the proposed tree separates the mining model from the mining process. Therefore, only the mining process is rerun when the minimum support threshold is changed and there is no need for mining model reconstruction. Optimal structure to mining model layer is very important to increase performance of this method. Therefore it is a popular research to this field. The experimental results show that mining model construction by using the proposed tree is faster than using gSpan. Moreover, the run time of interactive mining of frequent subgraph patterns by using the proposed tree is smaller than using gSpan.
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