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ABSTRACT 

 
The problem of handwritten symbols recognition has been investigated in the paper. The main aim of this 
paper is to present a new neural network model (NNM) of artificial intelligence (AI) for handwriting 
recognition. The handwriting includes only Cyrillic capital and small letters of the Russian language. The 
recognition system consists of two subsystems: first neural network and second neural network. The neural 
networks we used for recognition of handwriting and in particular for gender classification (man or 
woman). The method (neural network technologies) has been applied successfully to design biometrical 
system for Automated Factographic Information Retrieval System (AFIRS). The neural network algorithm 
for handwriting recognition in AFIRS was developed. The experimental results were obtained. 
Experimental test of used techniques and the accuracy of recognition of a sex of the executor of the hand-
written text received as a result of the test are described briefly. 

Keywords: Neural Network Model, Handwriting Recognition, Feature Extraction, Classification, Artificial 

Intelligence, Writer Verification 

 
1. INTRODUCTION  

 
Artificial neural networks (ANNs) [1, 2, 3, 4, 5, 

6, 7, 8, 9, 10, 11] have been used [10] for 
handwriting recognition. The ANNs were invented 
many years ago back in the previous century. 
Warren S. McCulloch and Walter Pitts [8] created a 
very important model for neural network (NN) in 
1943. For example a simple artificial neuron was 
the Threshold Logic Unit (TLU). The interest of 
scientists in such networks appeared in the 1960s 
after the publication of the classical book by F. 
Rosenblatt [9]. In this book [9] F. Rosenblatt 
investigated multilayer systems with layers 
consisting of special links of elements. 

In 1957 F. Rosenblatt invented a linear classifier 
called the perceptron. This perceptron is the 
simplest type of feed-forward ANN. The 
perceptrons of F. Rosenblatt [9] were very popular 
in the latest ’50s and ’60s of the previous century. 
He studied a perceptron. Perceptrons are a special 
type of neural network. He developed and extended 
this approach in his book [9]. It is well known that 
F. Rosenblatt received international recognition for 
the perceptron. In some cases [11] the perceptron of 
F. Rosenblatt (PofFR) is considered as a one-layer 
perceptron. A three-layered PofFR is usually 
mentioned [11] in historical context (Note: F. 
Rosenblatt investigated three-layered perceptrons). 

A three-layer PofFR contains [9, 11] a sensor layer 
S, an associative layer A and a reaction layer R 
(Fig. 1). A neural network represents a highly 
parallelised dynamic system [1]. 

 

Figure. 1:  Three-layer perceptron of F. Rosenblatt 

Today in some papers [11] the Rosenblatt 
perceptron is used for handwritten digit recognition 
(special database was used: 60,000 samples of 
handwritten digits were used for perceptron 
training, and 10,000 samples for testing). In [11] 
the recognition rate of 99.2% was obtained. It is 
important to note that [11] fast training 
convergence and a simple device structure made 
this perceptron attractive for researchers. However, 
some important problems remain unsolved – for 
example: 

− recognition age of a person by handwriting; 

− recognition of sex (man or woman) by 
handwriting; 

− recognition of psychological characteristics of 
a person by handwriting. 

There are typical scientific areas of applications 
for ANNs: 
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− approximation of functions; 

− prediction/forecasting; 

− clustering; 

− classification (pattern recognition); 

− associative memory; 

− control; 

− optimisation; 

− and many other areas. 

Today neural networks [1, 2, 3, 4, 5, 6] are very 
popular in the world and particularly in the field of 
neurocomputers [1]. For example, in article [3] a 
decision-making rule of the neural networks 
committee for ill-posed approximation problems 
was considered. A probabilistic neural network 
model and a deterministic neural network model are 
used in article [1]. The method from [7] was used 
for the given neural network modeling. 
Probabilistic neural networks (PNN) [2, 6] are an 
important case of neural networks. PNN can be 
used for the recognition of psychological features. 
These psychological features were extracted from 
handwriting. Automated Factographic Information 
Retrieval System (AFIRS) [4] are a special case of 
question-answer systems (QA systems) [12, 13] or 
database fact retrieval systems [14]. This AFIRS [4] 
in its structure contains biometrical systems to 
enable recognition of a person. To develop this 
biometrical system we used neural networks [4]. 

Handwriting [4, 5, 15, 16, 17, 18, 19] is a very 
interesting and difficult object for recognition. For 
example: handwriting recognition [15], writer 
identification (handwriting identification) [5, 15, 
16, 17], writer verification [16, 17, 19] or even 
writer classification [4]. 

Forensic [5] methods consist of multi-
disciplinary approaches to perform important tasks. 
For example: handwriting recognition, writer 
classification and writer verification, as well as 
statistical pattern recognition [20]. Methods of 
machine intelligence [21] and artificial intelligence 
[22, 23] offer the possibility of being able to 
recognise handwriting. The methods of quantum 
computing [24] are the most prospective for such 
recognition. 

There are many disadvantages to existing 
methods of pattern recognition, for example: 

There is no NNM of AI to recognize the age of 
the person by handwriting. 

There is no NNM of AI to recognize the sex 
(man or woman) by handwriting. 

There is no estimation method for the probability 
of error classification for Cyrillic capital letters of 
the Russian language. 

We have established the following objectives. 
We want to get the answers to these important and 
up-to-date questions: 

Is there a neural network model of AI able to 
recognise the sex by handwriting? 

What is the estimation of probability of error 
classification for the Cyrillic capital letters of the 
Russian language? 

Therefore in this paper we suggest a new 
algorithm of pattern recognition and NNM of AI to 
recognize the sex of a person by their handwriting. 

 

2. FEATURE EXTRACTION 

 
Usually handwriting attributes (features) are 

extracted from handwriting by means of automatic 
unit or with the help of an expert (i.e. manually). 
These features are input data for our neural network 
model of artificial intelligence. One example of 
handwriting is shown in Fig. 2. The modern 
Russian alphabet is shown in Fig. 3. The reduced 
Russian alphabet is shown in Fig. 4. Some 
important problems were considered in the 
indicated articles [4, 5, 15, 16].   

This paper [4] deals with the problem of 
biometric systems of identification for automated 
factographic information retrieval systems. 

This paper [5] concerns the problem of the neural 
networks for the forensic handwriting Russian 

expert. 

These papers [15, 16] are concerned with the 
problem of on-line and off-line handwriting 
recognition in [15] and writer identification for 
Chinese handwriting in [16]. 

 
3.  HANDWRITING FEATURES  

 
All features of lower case letters were combined 

in one abstract letter (some symbol). Let us denote 
it as S. The modified Russian alphabet is shown in 
Fig. 5. We used one logical letter S for all features 
of lower case letters. The final Russian alphabet is 
shown in Fig. 6.  



Journal of Theoretical and Applied Information Technology 
 20

th
 March 2015. Vol.73 No.2 

© 2005 - 2015 JATIT & LLS. All rights reserved.  

 

ISSN: 1992-8645                                                       www.jatit.org                                                          E-ISSN: 1817-3195      

 
204 

 

 
Figure 2:  Example of handwritten text [5] 

 

Figure 3.  Russian alphabet (33 letters) 

 

Figure 4.  The reduced alphabet of Russian (28 letters) 

 

Figure 5.  The modified Russian alphabet (28 letters and 

1 more letter) 

 

Figure 6.  The final Russian alphabet (29 letters) 

We used our neural networks for recognition of 
handwriting and in particular for gender 
classification (man or woman). This handwritten 
text includes only Cyrillic capital and lower case 
letters. Some examples of handwriting attributes 
(special features) are shown in Table1. 

 

TABLE 1: THE QUANTITY OF MEN AND WOMEN IN THE GROUPS [4] 

 

№ 
 

 

Capital letter 

(image) 

 

Description  

of feature of this capital letter 

 

Weight of 

feature 

 

Number of 

gradation of 

feature 

1  Structural complexity of movements when 

performing: 

 

The letter as a whole – a simplified, similar to 

printed 
(marked by the arrows) 

Ai=+1.99 i=2 

2  Movement form when performing: 

 
The final part of the first element – twisting 

(marked by the arrow and dashed line) 

Ai=-2.42 i=8 

3  Movement form when performing: 

 
The third element – twisting 

(marked by the arrow and a dashed line) 

Пi=-0.39 i=18 

4  Relative extent of movement across when 

performing: 

 

It is increased at the expense of an additional 

stroke to the right of the main part of a letter 
(marked by the arrow and a dashed line) 

Ci=+1.54 i=22 

 

 

 
 

 

 

 



Journal of Theoretical and Applied Information Technology 
 20

th
 March 2015. Vol.73 No.2 

© 2005 - 2015 JATIT & LLS. All rights reserved.  

 

ISSN: 1992-8645                                                       www.jatit.org                                                          E-ISSN: 1817-3195      

 
205 

 

5  Movement form when performing: 

 
The second element – rectilinear 

(marked by the arrow and a dashed line) 

Ti=+0.76 i=10 

6  Movement form when performing: 

 
The second element – rectilinear 

(marked by the arrow and a dashed line) 

Эi=-0.44 i=11 

7  Movement form when performing: 

 

The final part of the first element – loopback 

(marked by the arrow and a dashed line) 

Юi=+1.13 i=11 

8  Movement form when performing: 

 

The initial part of the first element – helix 

(marked by the arrow and a dashed line) 

Яi=-0.39 i=6 

 

4. NEURAL NETWORK MODEL OF 

ARTIFICIAL INTELLIGENCE 

 
When numbering equations, enclose numbers in 

parentheses and place flush with right-hand margin 
of the column. Equations must be typed, not 
inserted. 

(If nonstandard fonts are used its better to put 
equations as images instead of text) 

We used an approximate total of m=2000 for the 
special feature of letters. We took decisions 
according to a minimum assessment in the average 
probability of a mistake for the discriminator on 
statistically independent binary entrances. 

Common rule: 

man,  if g( ) 0
writer 

woman, if g( ) < 0 

x

x

≥
= 


,     (1) 

where g( )x  –  discriminant function in neural 

networks [5, 25]: 

1

( )
m

i i

i

g x w x T
=

= +∑ ,     (2) 

where  
i

w   – weights and T  – threshold [5, 7, 25]: 

1

(1 ) (1 )
log , log

(1 ) (1 )

m

i i i

i

ii i i

q p q
w T

p q p
δ

=

− −
=   = +

− −
∑ ,  (3) 

where 
1

( 1 )
i i
q p x ω= =  – for the i-th feature 

estimation (on training set) conditional probability 

on condition of a writer-man ( { }0,1
i
q ∉ );  

2
( 1 )

i i
p p x ω= =  – for the i-th feature 

estimation (on training set) conditional probability 

on condition of writer-woman ( { }0,1
i
p ∉ ). We 

only considered special case 0δ = . We used only 

l  inputs (number of features of handwritten text), 

i.e. we used only 1
i
x = . 

In this case the discriminant function in our 
neural networks will be [5]: 

1

( ) , log , where 0.
l

i

i i i

i i

q
g x wx w p

p
=

′ ′ ′=   = ≠∑      (4) 

It is possible that in this case the efficiency of 
discrimination changes slightly. 

In this article [5] it has been noted that when 

using l inputs instead of 1275m =  inputs (i.e. 

1275-bit binary feature vector), then the efficiency 
of discrimination changes insignificantly.  

The neural networks for recognition of a writer’s 
sex were tested: male or female. One of the two 
neural networks is shown in Fig. 7. 

Two neural networks were developed. The first 
neural network only recognised male writers. The 
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second neural network only recognised female 
writers. Let us define some simple variables 
(parameters) L and D. 

Let us suggest that for the first neural network 
L=1 and L=0, where: L=1 – the writer is male and 
L=0 – the sex of the writer is unknown, while for 
the second neural network D=1 and D=0, where: 
D=1 – the writer is female and D=0 – sex of the 
writer is unknown. 

Then all these cases can be combined in the 
following rule: 

If  L=1&D=0, the writer is male; 

If  L=0&D=1, the writer is female; 

If  (L=1&D=1) or (L=0&L=0), the sex of the 
writer is unknown. 

Note: this neural network model is a very simple 
model of artificial intelligence. 

Two-layer neural networks were developed. The 
first layer (input layer) includes 29 neurons (binary 
discriminators). The second layer (output layer) 
includes only 1 neuron. The output of this neuron is 
an output for the neural network. We used a 
threshold activation function for neurons (i.e. for 
linear discriminators [25]). Let us suggest that fi(g) 
and  fZ(g) are the threshold for activation of the 
function. Every neuron is the discriminant function 
in the neural networks. 

The Back-Propagation algorithm is very popular. 
However, we used another algorithm. The training 
rule for learning neural networks is quite well 
known.  

The algorithm for training is suitable for the 
neural network model of artificial intelligence. 
Main elements of this algorithm was described in 
[7, 25]. Weights of symptoms for letters and 
thresholds match the criterion of minimum for error 
of discrimination (classification). 

 
Figure 7.  Artificial neural network to classify into two 

classes:  man or no man, woman or no woman. 

 

5. RESEARCH 
 
Experiments for estimation of error recognition 

are a very important for us. 

In this paper, we shall consider two experiments. 

Experiment 1 

A set of handwritten texts were prepared for the 
first experiment. Some examples of groups for men 
and women are shown in Table 2. 

 

TABLE 2: THE QUANTITY OF MEN AND WOMEN IN THE 

GROUPS [4] 

Writer 

Groups 

Total 

 

Capital 

letters 

 

Lower 

case 

letters 

 

Man  215 100 315 

Woman 105 100 205 

Total  320 200 520 
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An estimation of the probability of error 
discrimination (classification) for capital and lower 
case letters was conducted, as well as an estimation 
of the probability of error classification for the set 
of letters on the experimental set. Tables 3, 4 
summarise the experimental results referring to 
these two estimates. 

Let us suggest that Pr is the estimation of 
probability of error discrimination (classification). 
Table 3 summarises the experimental results 
referring to the probability Pr for some Cyrillic 
capital letters.  

TABLE 3: ESTIMATION OF PROBABILITY OF ERROR CLASSIFICATION FOR SOME LETTERS 

Letter A B E K M H O P C T X 

Pr 0.28 0.31 0.30 0.25 0.28 0.28 0.32 0.29 0.32 0.29 0.30 

 

Set Y of all Cyrillic capital letters (see Table 3) 
was sorted (ordered) according to the criterion of 
maximum probability Pr:  Y={O, C,…}. 

Let us suggest that R(i) is the estimation of 
probability of error discrimination (classification) 

for set from i letters. Table 4 summarizes the 
experimental results referring to the probability R(i) 
for a set of Cyrillic capital letters. 

TABLE 4: ESTIMATION OF PROBABILITY OF ERROR CLASSIFICATION FOR SET OF LETTERS 

Amount (i) of first 

letters in set Y 
1 2 3 4 5 6 7 8 

Probability R(i) 0.33 0.28 0.22 0.18 0.11 0.1 0.1 0.1 

 

Table 4 demonstrated, that R(i)≥0.1 i.e. this 
means that min{i}≥6 (therefore six or more letters 
are enough for subset Y). We used a testing set of 
100 handwritten texts, 50 written by women and 50 
by men. 

The following data was obtained from the 
experiment for the neural network model of 
artificial intelligence: 

mistaken conclusion — 1%; 

writer is unknown — 12%; 

right conclusion — 87%. 

     We consider these results good enough. 

Experiment 2 

Let us define the next variables and designations: 

M – is a quantity of handwritten features (i.e. 
features are extracted by the forensic expert for 
handwriting recognition); 

H – is a quantity (percentage) of occasions upon 
which the sex of the writer was recognised 
correctly;  

U – is a quantity (percentage) of un-decisive 
results (i.e. the sex of the writer remains unknown);  

E – is a quantity (percentage) of occasions upon 
which the sex of the writer was recognised 
mistakenly.  

Experimental sets of handwritten texts were 
prepared for the second experiment. Some 
examples of quantity groups for men and women 
are shown in Table 5. 

 
The estimation of H, U and E was made for the 

experimental set. Table 6 summarizes the 

experimental results referring to H, U and E. 

TABLE 5: THE QUANTITY OF MEN AND WOMEN IN THE AGE 

GROUPS [26] 

Writer 

Age 

Total 18–

22 

23–

30 

31–

37 

38–

47 

48–

76 

Man 
6

2 

8

0 

6

6 

6

0 

5

3 
321 

Woman 
7

8 

6

2 

6

8 

8

4 

7

8 
370 

Total 140 142 134 144 131 691 
 



Journal of Theoretical and Applied Information Technology 
 20

th
 March 2015. Vol.73 No.2 

© 2005 - 2015 JATIT & LLS. All rights reserved.  

 

ISSN: 1992-8645                                                       www.jatit.org                                                          E-ISSN: 1817-3195      

 
208 

 

 
Table 6 shows that:  

− if M increases, then E decreases and vice 

versa; 

− if M increases, then E decreases and there is 

a limit for decrease of E; 

− if M>13, then H>50;  

− 19% 30%E< < ; 

− ( )90% 70%H U> + > . 

Details and additional information about this 

research can be found in [26]. 

Use the Neural network model of artificial 

intelligence and the program ‘man-WO-man’ 

AFIRS was successfully developed for police. 

Software of special AFIRS includes a program ‘man-

WO-man’ including the neural networks. The C 

programming language was used for this program.  

The program code of these systems contains 

thousands strings of source text. Many programming 

languages were used to create these AFIRS, e.g. 

C/C++, Fortran, Basic, Visual Basic for Applications, 

Assembler. 

Police and experts need to make the right decisions. 

There are a lot of possible applications [10]: 

− victims receive anonymous letters and 

threats in letters; 

− at the crime scene experts find: notes, 

financial documents, records with fictitious addresses 

– for example, in cases of fraudulent or similar 

actions; 

− other cases which are associated with 

handwriting. 

Note that all of these cases require handwriting 

research. The police are interested in age, gender and 

other characteristics of the offender. 

This NN model of AI and the program ‘man-WO-

man’ help experts to make correct decisions. AFIRS 

‘MASTER’ was successfully developed [10]. The 

program ‘man-WO-man’ uses this NNM of AI. Many 

of the required tables have been prepared for forensic 

experts. These forensic experts extract features for 

handwriting recognition. Some examples of these 

tables (special features of handwriting) are shown in 

Fig. 8, 9, 10. 

 
Figure 8.  Table 30 in [10] 

 
Figure 9.  Table 135 in [10] 

 

Figure 10.  Table 178 in [10] 

TABLE 6: ESTIMATION OF H, U AND E [26] 

 

M 
% 

H U H  + U E 

60 58.47 22.43 80.9 19.1 

50 57.16 23.44 80.6 19.4 

20 53.68 26.92 80.6 19.4 

16 53.84 25.62 79.46 20.54 

14 52.82 25.83 78.65 21.35 

13 53.11 25.18 78.29 21.71 

7 50.07 27.50 77.57 22.43 

6 49.93 27.21 77.14 22.86 

5 48.77 26.48 75.25 24.75 

4 48.34 25.83 74.17 25.83 

3 44.28 26.92 71.2 28.8 
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After the expert has extracted features, he uses the 

program ‘man-WO-man’. Then the expert passed the 

features as input to this program. Further, this program 

gives the data about the writer (i.e. man or woman or 

unknown) to the expert. More important details on 

features can be found in [4, 5, 10]. 

 

6. DISCUSSION AND FUTURE WORKS 

 

This section presents the results obtained from the 

experimentation and briefly discussion about the 

results.  

In papers [13, 17] a probabilistic models, statistical 

model for writer verification, likelihood ratio, error 

rates (percent misclassification), macro and micro 

features, experimental results were discussed, but 

macro and micro features were not considered in 

detail, at the same time the neural network model of 

artificial intelligence for handwriting recognition were 

not touched at all. In papers [18, 19] a off-line 

handwriting identification, writer verification and 

hidden Markov models were discussed, but 

handwriting features were not considered in detail, at 

the same time the neural network model for 

handwriting recognition, alphabet and features of 

capital letters were not touched at all. In papers [3, 6] 

a probabilistic neural networks and decision making 

rule of the neural networks committee, results of 

modeling experiments were discussed, at the same 

time the neural network model for handwriting 

recognition and handwriting features were not touched 

at all. In paper [11] recognition of handwritten digits 

was discussed, but recognition of handwritten capital 

letters was not touched at all. In set of monographs [1, 

2, 7, 20] a neural networks, learning machines and 

statistical pattern recognition were discussed in detail, 

but problem of handwriting recognition were not 

considered in detail, at the same time the neural 

network model for handwriting recognition and 

features of capital letters were not touched at all. And 

our research partly eliminates the deficiencies given 

above. 

Important results were obtained, for example (our 

merits): 

• The problem of handwritten symbol 

recognition was investigated. 

• A neural network model of artificial 

intelligence was developed. 

• A neural network algorithm for handwriting 

recognition in AFIRS was developed. The basis for 

developing of AFIRS was laid out. 

• The program «man-WO-man» was 

developed. 

• Experimental confirmation of the neural 

network model of artificial intelligence was obtained. 

In particular it is shown, that an estimation of error of 

misclassification is only 1% and right conclusion — 

87%. 

Other results were not obtained, for example (our 

demerits): 

• This error of misclassification cannot be less 

than 10-4. 

• Special features cannot be extracted 

automatically. 

• No experiments on the features of the 

English language were carried out. 

Future steps include getting the answers to the 

following important questions: 

1. How do parameters of the algorithm of 

pattern recognition influence information retrieval? 

2. Could one recognize special symbols of 

handwriting automatically? 

3. Which structure of neural network is most 

suitable for recognizing handwriting? 

4. Could one recognize psychological 

characteristics of the writer of handwriting? 

5. Could one recognize age of the writer of 

handwritten text? 

6. How do parameters of neural network model 

of artificial intelligence influence error discrimination 

(classification)? 

7. Could one extract features special of 

handwritten text automatically? 

8. What activation function is most suitable for 

recognizing handwriting? 

The neural network algorithm will be the subject of 

our future work in which we are aiming to improve 

tools for forensic experts and police. That is why our 

plans are: 

- Developing the neural network algorithm for 

recognizing psychological characteristics of the author 

of handwriting. 

- Experiment with structures of neural networks. 

- Developing the neural network algorithm for 

recognizing the age of the writer. 

Some details on features of tools for forensic 

experts and police can be found in [4, 5]. 

 

7. CONCLUSION 

 
This paper proposes a method for neural network 

model of artificial intelligence for handwriting 
recognition and investigates this model. The main 
purpose of this research work is to propose tools for 
scientists and developers of pattern recognition 
systems. For the feature extraction, the important 
parameters such as features of handwriting capital 
letters were extracted and were studied in detail. 
The new algorithm of pattern recognition and NNM 
of AI to recognize the man or woman how the 
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writer of handwritten text were developed. The 
performance of this algorithm is evaluated in terms 
of H, U, E and (H+U). The results show that the 
algorithm is more efficient to recognize gender of 
the writer. The proposed algorithm gives better 
results than other well known algorithms. The 
neural network technology has been applied 
successfully to design biometrical system for 
AFIRS. The neural network algorithm for 
handwriting recognition in AFIRS «MASTER» was 
developed. The program «man-WO-man» uses this 
NNM of AI. Our experimental results demonstrate 
that the proposed neural network model of artificial 
intelligence has higher precision of recognition than 
other model, for example mistaken conclusion — 
1%. Overall, the neural network model can help the 
industry to learn about the trends of changes in the 
artificial intelligence. Here, we suggest the NNM of 
AI that can be applied in the future to develop 
biometrical systems to person’s recognition. Also 
we suggest the features of handwriting for capital 
letters to wide use in pattern recognition systems. 
For example we recommend to use six or more 
letters in biometrical system for AFIRS, that is 
enough for efficient of recognition gender of the 
writer. The neural network algorithm can to 
recognize only gender of the writer. This limitation, 
in addition to the traditional limitations of a 
recognition system, will be the subject of our future 
work in which we are aiming to improve the NNM 
of AI. We believe that our model is useful for 
forensic experts to recognize gender of the writer. 
 

REFRENCES:  

 

[1] A. I. Galushkin, “Neural Networks Theory”. 
Springer Berlin Heidelberg New York, 2007, 
396 p. 

[2] S. Haykin, “Neural Networks. A Comprehensive 
Foundation”, Second Edition, Pearson 
Education, Inc., 1999, Reprint, 2005. 

[3] I. A. Kruglov, O. A. Mishulina, M. B. Bakirov, 
“Quantile based decision making rule of the 
neural networks committee for ill-posed 
approximation problems”, In Neurocomputing, 
Vol. 96, 2012, pp. 74-82. 

[4] S. D. Kulik, “Biometric systems of identification 
for automated factographic information retrieval 
systems”, In Neurocomputers: design and 
application, Vol. 12, 2003, pp. 52–65. 

[5] S. D. Kulik, D. A. Nikonets, “Examples of 
application of the neural networks in techniques 
for the forensic handwriting expert”, In 
Neurocomputers: design and application, Vol. 
9, 2009, pp. 61–85. 

[6] D. F. Specht, “Probabilistic neural networks and 
the polynomial Adaline as complementary 
techniques for classification”, In IEEE 
Transactions on Neural net-works, Vol.1, No.1 
(March), 1990, pp. 111–121. 

[7] Nilsson Nils J., “The Mathematical Foundations 
of Learning Machines”. 2nd Edition (Nilsson N. 
Learning machines. Mir, Moscow, 1967), San 
Mateo, CA: Morgan Kaufmann Publishers Inc., 
1990, xxvii, 138 p.  

[8] Warren S. McCulloch, Walter Pitts, “A logical 
calculus of the ideas immanent in nervous 
activity”, In The bulletin of mathematical 
biophysics, Publisher: Kluwer Academic 
Publishers, Vol.5, No.4 (December), 1943, pp. 
115-133. 

[9] F. Rosenblatt, “Principles of neurodynamics: 
Perceptrons and the theory of brain 
mechanisms”. Washington D. C.: Spartan 
Books, 1962, xvi, 616 p. 

[10] S. D. Kulik, M. M. Chelysheff, S. J. 
Miroshnikova, A. B. Levitsky, G. A. Bazhakin, 
O. D. Belousova, E. J. Kolesova, M. T. 
Marushkin, E. P. Molokov, O. S. Murashova, V. 
V. Seregin, “Methodology for determining the 
gender of brief handwritten texts”.  Moscow: 
VNKC MVD USSR, 1990, 185 p. 

[11] E. Kussul, T. Baidyk, L. Kasatkina, V. 
Lukovich, “Rosenblatt Perceptrons for 
Handwritten Digit Recognition”, In Neural 
Networks, 2001. Proceedings. IJCNN '01. 
International Joint Conference on Neural 
Networks (Date 15-19 July 2001; Publisher: 
IEEE), Washington DC, USA, Vol.2, 2001, pp. 
1516–1520. 

[12] K. Nakamura, S. Iwai, “Topological fuzzy sets 
as a Quantitative Deskription of analogical 
inference and its application to Question – 
Answering systems for information retrieval”, 
In IEEE Transactions on systems, man, and 
cybernetics, SMC–12, №2 (March), 1982, pp. 
193-204. 

[13] J. Ko, L. Si, E. Nyberg, T. Mitamura, 
“Probabilistic models for answer-ranking in 
multilingual question-answering”, In ACM 
Transactions on Information Systems (TOIS), 
Vol.28, No.3, Article 16 (Publication date: June 
2010), 2010, 37 pages. 

[14] G. Salton, “Automatic information organization 
and Retrieval”. New York: McGraw-Hill, 1968, 
xiii, 514 p. 

[15] R. Plamondon, S. N. Srihari, “On-line and off-
line handwriting recognition: a comprehensive 
survey”, In IEEE Transactions on Pattern 



Journal of Theoretical and Applied Information Technology 
 20

th
 March 2015. Vol.73 No.2 

© 2005 - 2015 JATIT & LLS. All rights reserved.  

 

ISSN: 1992-8645                                                       www.jatit.org                                                          E-ISSN: 1817-3195      

 
211 

 

Analysis and Machine Intelligence, Vol.22, 
No.3 (January), 2000, pp. 63–84. 

[16] Y. L. Wong, S. M. Shamsuddin, “Writer 
Identification for Chinese Handwriting”, In 
International Journal of Advances in Soft 
Computing and its Application, Vol.2, No.2 
(July), 2010, pp. 1-32. 

[17] S. N. Srihari, J. Beal Matthew, K. Bandi, V. 
Shah, P. Krishnamurthy, “A statistical model 
for writer verification”, In Document Analysis 
and Recognition, Proceedings. Eighth 
International Conference on (29 Aug.-1 Sept. 
2005), Vol. 2, 2005, pp. 1105-1109. 

[18] A. Schlapbach, H. Bunke, “Off-line 
handwriting identification using HMM based 
recognizers”, In Pattern Recognition, 2004. 
ICPR 2004. Proceedings of the 17th 
International Conference on (23-26 Aug. 2004), 
Vol. 2, 2004, pp. 654-658. 

[19] Y. Yamazaki, T. Nagao, N. Komatsu, “Text-
indicated writer verification using hidden 
Markov models”, In Document Analysis and 
Recognition, 2003. Proceedings. Seventh 
International Conference on (3-6 Aug. 2003), 
Vol. 1, 2003, pp. 329-332. 

[20] K. Fukunaga, “Introduction To Statistical 
Pattern Recognition”. Elsevier Academic Press, 
San Diego, San Francisco, New York, Boston, 
London, Sydney, Tokyo, 1990, 592 p. 

[21] J. Pearl Some, “Recent Results in Heuristic 
Search Theory”, In IEEE Transactions on 
pattern analysis and machine intelligence, 
Vol.PAMI–6, №1, 1984, pp. 1-13. 

[22] Nilsson Nils J., “Principles of Artificial 
Intelligence”. Palo Alto, CA: Tioga Pub. Co., 
1980, xv, 476 p. 

[23] Nilsson Nils J., “Artificial Intelligence: A New 
Synthesis”. San Francisco, CA: Morgan 
Kaufmann Publishers Inc., 1998 (Transferred to 
Digital Printing 2009), 513 p. 

[24] S. Imre, F. Ferenc Balazs, “Quantum 
Computing and Communications: An 
Engineering Approach”.  Chichester, West 
Sussex, England: John Wiley & Sons, 2005, 
xxxi, 283 p. 

[25] A. S. Vairadian, M. N. Petuxov, M. M. 
Chelysheff, V. I. Chuchkin, “Application theory 
and methods of pattern recognition in ACS”. 
Moscow: MEPhI, 1978, 68 p. 

[26] S. D. Kulik, D. A. Nikonets, K. I. Tkachenko, 
“Experimental study of existing and 
development of new methods of handwriting”, 
In Proceedings of XXII All-Russia conference 

"Informatization and information security law 
enforcement" (29-30 May 2013), Moscow: 
Academy of Management of the Interior 
Ministry of Russia, 2013, pp. 182-186. 

 


