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ABSTRACT 

 
Ontology-based label extraction is extensively used to interpret the semantics found in image and video 
data. Particularly, ontology-based label extraction is one of the main steps in object class recognition, image 
annotation, and image disambiguation. These applications have important roles in the field of image 
analysis, and as such, a number of variations of the ontology-based label extraction used in these 
applications have been reported in the literature. These variations involve ontology development and 
utilization, and can affect the applicability (e.g., domain- and application-dependency) as well as the 
accuracy of the output. Unfortunately, the variability aspect of this variation has neither been established 
nor tracked. Thus, the variations were not configured. A review of the ontology-based label extraction 
based on the input data, the utilized technique, and the type of utilized ontology is presented in this paper. 
The ontology-based label extraction is categorized based on two aspects, namely, the type of input data and 
the type of ontology used. These two aspects determine the type of the label extraction technique to be 
used. As a result, the relative advantages and disadvantages of each category are determined. The gaps and 
future research directions in this field are also highlighted.  

Keywords: Label Extraction, Ontology, Semantics, Semantic Tagging, Knowledge Markup, Image Object 
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1. INTRODUCTION  

In image processing, recognition refers to the 
process of identifying the object(s) in a specific 
scene of an image or video. Object class recognition 
is used to identify an object in a given image. Image 
annotation recognizes, and sometimes spatially 
distinguishes, objects within a given multi-object 
image. The recognition process is implemented in 
two phases: training and prediction. The training 
phase creates a features-to-objects model, whereas 
the predicting phase uses the created model to 
predict or identify the object in the input image, 
given the extracted features [15]. Unfortunately, 
image features, which are the bases of these phases, 
are ambiguous in nature because the same object 
may have a wide range of features resulting from 
various image conditions, such as lights, noise, and 
viewing angle. Consequently, image 
disambiguation is commonly used as a follow-up 
procedure. Image disambiguation takes the set of 
ambiguous labels as input and outputs a refined set. 
The disambiguation process is also implemented 
with the training and predicting phases. The model 

created in the training phase and used in the 
predicting phase forms associations among objects 
based on the content information. The content 
information, in turn, is  based on the hypothesis that 
objects appearing together during the training phase 
tend to appear together in the predicting phase [1, 
17].  

Overall, extracting true image labels in image 
annotation, class object recognition, and image 
disambiguation require trained models [2]. 
Recently, these applications have extensively used 
ontology to replace trained models, because 
ontology offers the required association between 
features and objects and has a well-established 
modeling procedure [1, 5, 14, 18, 20, 22]. 
Generally, these applications, despite having 
various input forms, all produce labels. Therefore, 
they share the process of ontology-based label 
extraction.  

Ontology is a conceptual knowledge source, 
which mainly consists of concepts and their 
hierarchical relationships. A concept is a tag 
identified by a word, phrase or label, and describes 
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a real-world entity. Ontology may also have 
properties that describe the concepts and non-
hierarchical relationships among the concepts of the 
ontology. Figure 1 illustrates an example of an 
ontology. Ontology may be used as a hierarchically-
enabled browsing mechanism and can be employed 
in semantics extraction, the process of accessing 
ontology and inferring knowledge based on its 
concepts and relationships.  

Ontology-based label extraction, a type of 
semantics extraction, produces true labels for an 
input image. Generally, given an input image, the 
ontology-based label extraction process has several 
steps. First, the input image features are projected 
and matched with concepts in the ontology through 
a process called mapping. The relationships 
connected to the matched concepts are then 
analyzed, and new concepts are identified 
sequentially until the final output is extracted. This 
process is called mining. An example of ontology-
based label extraction is illustrated in Figure 2. 

As shown in the example, concepts with labels 
identical to the input features (e.g., white and oval) 
are matched. New concepts are then identified 
through linkage with the matched concepts. In the 
example shown in Figure 2, the final semantics 
output is “natural scene.”  

Unlike in the illustrated example, the actual 
application of the label extraction mechanism 
requires a more complex technique due to the 
ambiguous nature of the visual input features. 
Consequently, various techniques and ontologies 
are used, which affect the applicability (e.g., 
domain- and application-dependency) and accuracy 
of the output. Thus, a review of the technique used 
in association with the utilized ontology is required. 

In this paper, a review on the existing label 
extraction mechanisms is conducted. First, the 
common characteristics of the existing methods 
have to be determined in Section 4. Second, the 
source of variability in the existing methods must 
be identified and analyzed, as given in Section 5, 
Section 6 and Section 7. Finally, the existing 
methods should be compared and analyzed based 
on the identified variability criteria, as given in 
Section 8. Eventually, the advantages, 
disadvantages, and the gap in the current methods 
can be identified as given in Section 9.  Conclusion 
is given in Section 10. 

2. RELATED WORK 

Existing surveys mainly focus on a single 
application/problem (e.g., recognition, annotation, 

and disambiguation) and have reviewed the existing 
literature from several perspectives [6, 20]. Tousch 
et al. [43], for example, reviewed and analyzed the 
existing literature on image annotation based on the 
annotation level they provide (e.g., generic level 
“tower” or specific “Eiffel-tower”) and the method 
used in the annotation process (e.g., statistical, 
hierarchical, etc.). Hanbury [16] reviewed and 
compared studies on image annotation based on 
annotation level and user convenience. Liu et al. 
[25] and Zhang et al. [48] reviewed and analyzed 
the existing literature on image annotation based on 
the image features and the trained model used. 
Other surveys also looked into these applications 
from several other perspectives [8, 11, 39, 41, 34, 
42, 50, 47]. Generally, the existing literature 
focuses on comparing and analyzing methods based 
on the characteristics of the output, with no linkage 
to the technique and type of ontology used. Thus, 
the connections among input, utilized technique, 
utilized ontology, and the output have yet to be 
established.  

3. REVIEW SCOPE AND GOAL 

The goal of this review is to review the existing 
research related to ontology based labels 
extractions. The review focuses on the forms of the 
input, the utilized techniques and the characteristics 
of the output. The papers included or may all 
compared to these included in this review are those 
used ontology-based labels extraction as a core, 
primary or secondary process. Existing research 
that uses other forms of labels extractions that do 
not use ontology are not involved. Also, other forms 
of ontology utilization also not involved.  

4. COMMON CHARACTERISTICS  

In this paper, the common characteristics of the 
reviewed papers are established as being an 
ontology-based, having label extraction process, 
having image-based/visual-based inputs.  

5. VARIABILITY CRITERIA 

Figure 3 illustrates the process of ontology-based 
label extraction and its related aspects. Generally, 
the methodology used in this type of extraction and 
the selected ontology control many other aspects 
related to the task and have major influence on the 
final output.  

The input for ontology-based label extraction 
may be image features or object labels (maps) 
extracted using various image annotation 
techniques (Figure 3). The mapping procedure is 
constrained with the type of input and ontology 
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characteristics. Features input, which have a wide 
range, require learning techniques. Meanwhile, 
maps can be mapped directly (e.g., using syntactic 
string matching). Ontology is task-independent and 
is developed by domain experts. Existing 
ontologies, such as WordNet [9] and Cyc [10], are 
upper-level ontologies that consist of a large 
number of concepts and their relationships. These 
ontologies may be used with various applications. 
However, an existing ontology may be customized 
depending on the task at hand and the desired 
output. Ontology customization usually involves 
extracting a specific part of the ontology, which 
includes the required concepts and some of their 
relationships. In addition, ontology-like knowledge 
may be developed if the required concepts or their 
relationships do not exist in the existing ontologies. 
The mining procedure depends greatly on the type 
of the output, that is, if the output is part of the 
input (i.e., image disambiguation), then a similarity 
technique is used; otherwise, a flooding procedure 
is implemented (i.e., image annotation).  

In this paper, the reviewed literature (Figure 4) is 
categorized based on two criteria: image-related 
input data, which may consist of features or maps 
(labels), and the form of ontology used. These two 
criteria precisely determine the procedures to be 
used and categorize the extraction techniques into 
several approaches. The characteristics, advantages, 
and disadvantages of each approach are discussed 
in the following sections. 

Note that the main focus of this paper is 
ontology-based label extraction in image 
annotation, recognition, and disambiguation. Thus, 
some pre-processing and post-processing steps 
might be ignored. 

6. FEATURE BASED LABEL EXTRACTION 

Image annotation and object recognition, as 
mentioned earlier, predict object(s) in a given scene 
based on the extracted features. Subsequently, these 
applications require an ontology that forms 
associations among features and labels for objects. 
Generally, existing ontologies do not include the 
visual properties of the described objects [9, 37]. 
Thus, feature-based label extraction uses 
customized ontologies or ontology-like knowledge 
developed for the task at hand.  

The structure of these specific task ontologies 
depends on the task at hand and the desired output. 
Variations of this structure are reflected in the ways 
by which the required image features are 
represented. Image features may be represented in 

two ways: as properties associated with the 
ontology concepts (e.g., those shown Figure 1) or as 
bottom-level concepts (e.g., leaf concepts or those 
shown in Figure 2). Figure 5 illustrates the clear 
differences between these cases.  

Mapping is implemented using a classification 
approach. Mining begins with a flooding process, 
which tracks the relationships among the matched 
concepts and the other concepts, in order to to 
identify the desired set of output concepts [36]. 
Flooding can be implemented bottom-up or top-
down, depending on the way the visual properties 
are represented in the underlying ontology. If visual 
features are represented as bottom concepts, then 
bottom-up propagation is utilized. By contrast, if 
visual features are represented as properties, then 
either bottom-up or top-down propagation is 
utilized. 

 
Figure 5: Image features in ontology 

In general, feature-based label extraction focuses 
on constructing an ontology that can efficiently map 
the low-level features of the images into concepts 
and allow a smooth and accurate mining procedure 
[12]. Once the ontology is constructed, the 
predicting process using classification and 
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propagation is implemented. These procedures can 
be generally represented by Equations 1 and 2 
below.   

   (1) 

                                  (2) 

For Equation 1, {o} is the set of ontology 
components (either concepts or properties, 
depending on the utilized ontology) that match the 
input features using a classification method. For 
Equation 2, {C} is the ontology-based label 
extraction output that refers to the set of concepts 
extracted using the flooding process.  

The feature-based label extraction approaches are 
categorized into two sub-approaches: task-oriented 
and general approaches. 

6.1. Task-oriented 

In the task-oriented category, ontology-like 
knowledge is developed to smoothly fit the task at 
hand. These ontologies, however, cannot be used 
elsewhere. Two main approaches, standard and 
advanced approaches, are then proposed. Their 
main differences are in the information conveyed 
by their ontologies, which require the use of 
different techniques. 

In the standard approach, the ontology conveys 
the following information: object labels, 
hierarchical relationships, and low-level features. In 
the advanced approach, the ontology has an 
additional feature, i.e., the spatial relationships 
among concepts. Figure 6 illustrates the differences 
in the ontologies between the two approaches.  

In the standard approach, Penta et al. [36] 
proposed a semantics extraction process for object 
recognition. During the ontological construction, 
concepts are created based on labels obtained from 
a dataset of labeled images. Then, another set of 
concepts with coarse granularity is manually 
created to facilitate the categorization principle of 
the ontology. Low-level features are then assigned 
as properties to each concept using a supervised 
machine learning process.  

 
Figure 6: Spatial information in ontology 

In label extraction, features are extracted from 
the input image, labeled, and then mapped to 
properties in the ontology using a classification 
method. Mining is implemented as a propagation 
process, which transfers from one concept to 
another over the hierarchical relations in a top-
down manner (from the concepts at the general 
level to the concepts at a specific level). The 
propagation process might be intermediate and have 
more classification processes, in order to filter out 
the concepts reached through the propagation 
process. Finally, the concepts obtained at the lowest 
level (i.e., leaf) of the propagation process are 
selected as the output. A label extraction for the 
birds’ image retrieval was proposed by Liu et al. 
[26]. Figure 7 illustrates an example that involves 
all the processes in the standard approach.  

In the advanced approach, Maillot and Thonnat 
[33] proposed a method for object recognition 
based on label extraction. They constructed an 
ontology with spatial relationships among the 
concepts. These relationships are defined using 
supervised learning based on a training image 
dataset. In this ontology, the visual properties are 
attached as leaf concepts with spatial, non-
hierarchical relationships. The label extraction is 
implemented as a classification process wherein the 
features of the input image are matched to the leaf 
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concepts, which is then propagated in a bottom-up 
manner. In general, spatial relationships may be 
used based either on a binary logic, by which 
objects/concepts that do not adhere to these 
relations may obtain a classification outcome equal 
to zero, or on a fuzzy logic, by which the objects or 
concepts that do not adhere to these relations are 
panelized rationally. Town [44] proposed adding 
co-occurrence probabilities to the spatial 
relationships among the concepts of the ontology. 
Similar methods have been proposed by Clouard et 
al. [5] and Ganea and Brezovan [12]. Figure 8 
illustrates the common processes in the standard 
and advanced approaches for task-oriented, feature-
based label extraction.  

 
Figure 8: Common processes used in task-oriented, 

feature-based label extraction 

Overall, task-oriented, feature-based label 
extraction uses classification and propagation 
processes to extract the desired labels, with 
reference to an ontology developed for the 
underlying task. In fact, both the standard and 
advanced approaches aim to reduce the ambiguities 
of the visual input features by conveying as much 
information as possible in the utilized ontology. 
Subsequently, the standard approach that uses the 
hierarchical relationships in the ontology has been 

extended in the advanced approach, which includes 
the spatial and co-occurrence relationships. As 
such, each variation of a visual component can be 
linked to the presence of other components in the 
same visual content.  

The advantages of these approaches include their 
ability to convey various forms of information such 
as features, spatial relationships, and co-occurrence 
relationships. Theoretically, such information 
improves the accuracy of object recognition, 
controls the image low-level variation problem, and 
reduces the image ambiguity problem. The 
ambiguity problem still overlaps the label extraction 
process in image domain when these approaches are 
used. Nevertheless, another limitation of such an 
approach lies in the domain limitations of the 
constructed ontology, which is only created for a 
specific task. As such, the same ontology cannot be 
utilized for different datasets or with different types 
of image features [44].  

6.2. Generic 

In the generic category, ontology construction 
and label extraction phases are reported 
independently and separately. As the ontology is 
constructed, or at least its specifications are 
designed independently, a generic characteristic is 
established. Related studies on generic ontology 
construction focus on designing a widely applicable 
ontology for label extraction from a wide-range of 
image data. 

The major contribution in this area is the recently 
produced Multimedia Ontology Web Language (M-
OWL), a formal ontological language that supports 
media content description based on MPEG-7. The 
ontology in M-OWL encompasses all layers of 
content descriptions, namely, the low-level features 
based on MPEG-7, conceptual labels, hierarchical 
structure based on the Ontology Web Language 
(OWL), and concept-to-concept contextual 
probability based on the Bayesian theory [13, 14, 
40]. Figure 9 illustrates the hierarchy of the top-
level concepts of MPEG-7 ontology. Similar 
approaches for constructing a multimedia ontology 
language by integrating MPEG-7 and OWL have 
been proposed in previous works [[45, 46].  

The ontology in the generic category is created 
with two goals, namely, to reutilize the ontologies 
and to extract labels from a wide range of images. 
However, given these two goals, the underlying 
ontologies resulted in complicated structures.  
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Figure 9: Hierarchy of the top-level concepts in MPEG-7 

[4] 

In label extraction, Mallik and Chaudhary [28] 
proposed an annotation method, which uses the 
MOWL specification to create a domain ontology. 
Label extraction is implemented using a 
classification process based on Bayesian theory and 
a propagation process associated with Bayesian 
probability. Previous works [29, 30] have proposed 
similar annotation methods based on MOWL. 
Overall, the generic feature-based label extraction 
follows the same techniques as the advanced 
approaches used in task-oriented label extraction. 
While still in the development stage, this approach 
aims to provide a widely accepted ontology, which 
can be adapted in several tasks. The common 
processes used in the generic feature-based label 
extraction are illustrated in Figure 10.  

7. MAP-BASED LABEL EXTRACTION 

 

Maps are labels that textually describe the 
contents of an image. Through an image annotation 
method, features of maps are extracted via pre-
defined feature-to-map association [22, 17, 32].  

As mentioned earlier, image disambiguation 
analyzes both input (a set of ambiguous labels) and 
output (a refined set), as well as requires an 
ontology that forms the associations among the 
objects. Existing ontologies provide a rich source of 
such associations. Map-based label extraction uses 
these existing ontologies or customized versions of 
these ontologies [49]. Examples of an ontology and 
its customized version are illustrated in Figure 11. 

 

 
Figure 10: Common Processes Used In Generic Feature-

Based Label Extraction 

 
Figure 11: Customization of an ontology 
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Existing ontologies represent objects as concepts, 
and the associations among these objects are built 
through hierarchical relationships. Mapping is 
implemented using a string matching process, 
whereas mining is implemented using a semantic 
similarity process, which measures the strength of 
the relationships among the mapped concepts, in 
order to identify the desired set of output concepts 
[7]. 

Map-based label extraction uses string matching 
and semantic similarity processes. These processes 
are represented by Equations 3 and 4.  

 (3) 

(4) 

In Equation 3, {o} is the set of ontology concepts 
that match the input maps using a string matching 
method. In Equation 4, {C} is the ontology-based 
label extraction output that refers to the set of 
concepts with the maximum similarity values. 

The map-based category can be further classified 
into customized ontology-based and existing upper-
level ontology-based categories based on the 
utilized ontology. 

7.1. Customized Ontology 

A customized ontology can be designed 
depending on the task at hand. Galleguillos et al. 
[11], Park and Lee [35], and Zlatoff et al. [51] 
created ontologies using object labels as concepts, 
hierarchical relationships, and co-occurrence 
relationships. Here, a machine learning approach is 
used to construct the desired ontologies. First, an 
ontology is constructed by transforming the image 
labels in the training images into concepts. The 
relationships among the concepts are then 
constructed based on the co-occurrence 
relationships between objects in the training 
images.  

The label extraction begins with direct mapping 
and mining, which is a simple semantic similarity 
measure. Using the measured semantic similarity, 
each concept is classified as either relevant or 
irrelevant based on its similarity to the other 
concepts in the same visual content. As such, the 
initial set of concepts corresponding to the input 
labels are marked in the mapping process. Then the 
similarities between these concepts are calculated. 
The concepts with strong similarity to others are 
selected as the output while the rest are discarded.  

Figure 12 illustrates the common processes used 
in the customization-based map-based label 
extraction. The drawback of this approach is its task 
and dataset dependency. 

 
Figure 12: Common Processes Used In The 

Customization-Based Label Extraction 

7.2. Existing Ontologies 

WordNet [9] has been used widely in the existing 
ontology category. Jin et al. [20] used WordNet and 
a label extraction technique for a semantics-based 
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and the ambiguous labels) is mapped directly to the 
concepts in the WordNet. Pair-wise relatedness 
measurements among these identified concepts are 
then conducted. Each concept is given a significant 
value based on the strength of its relationships with 
other concepts, noting that stronger relationships 
make the concept more significant. Finally, the 
concepts are classified as either relevant or 
irrelevant based on the value of their significance. 
Irrelevant concepts are discarded for all sets. 
Semantic similarities are measured using several 
methods, namely, the information content measures 
of Resnik [38], Jiang and Conrath [19], Lin [24] 
and Banerjee and Pedersen [3], as well as the edge-
based measure of Leacock and Chodorow [23]. 
Similar approaches for semantics-based 
disambiguation based on various semantic 
similarity measures have been proposed, such as 
that of James and Hudelot [18], which uses 
structural semantic interconnections [31], and that 
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of Liu [27] which uses edge-based similarity. 
Figure 13 illustrates the common processes used in 
the existing-based map-based label extraction. 

 
Figure 13: Common Processes Used In The Map-Based 

Label Extraction 

Overall, the ontology construction phase in the 
map-based category is only implemented in the 
customized ontologies, following the same process 
used in the feature-based category but without 
utilizing the low-level features. The map-based 
label extraction depends mainly on an ontology that 
has concepts and hierarchy relationships. Spatial 
relationships are not included in the existing 
category because these relationships are usually not 
presented in existing general-purpose ontologies. 
However, the spatial and co-occurrence 
relationships included in the customized category 
are specifically developed using a number of 
training image dataset. Based on these prospective 
techniques, the input maps, which are string-based 
labels, are mapped directly to the concepts in the 
underlying ontology in both categories. Then, given 
the identified concepts, a pair-wise similarity is 
implemented to identify the final output labels.  

8. COMPARISON 

Ontology-based label extraction methods utilize 
either existing, developed, or customized (semi-
automatically constructed) ontologies. The 
characteristics of the utilized ontology affect the 
applicability of the overall method in terms of the 
domain and task involved. Existing ontologies, 
which are developed by experts, are domain- and 
task-independent ontologies. By contrast, 
customized ontologies have limited capabilities, 
except for the generic sub-category in the feature-
based label extraction, which is still not applicable 
in this field.  

Based on these techniques, the feature-based 
category requires a classification process to map the 
extracted features into concepts in the utilized 
ontology, whereas the map-based category 

implements direct mapping. In the second step, all 
the methods belonging to different categories may 
use the same techniques even though they all 
operate on defined concepts. However, common 
feature-based methods use a propagation process, 
whereas map-based methods use pair-wise 
similarity calculation. Table 1 shows the 
comparisons among the discussed categories in 
terms of label extraction. 

Based on the conveyed and employed 
information, methods used in different categories 
employed different types of information in the 
extraction process. Label extraction is surrounded 
by ambiguity resulting from the variation problem 
of the low-level features used for semantic 
extraction. This ambiguity is addressed by the 
previously discussed label extraction process using 
content and context information. By using content 
information, the feature variation of a given object 
can be mitigated, because each variation can be 
linked to the presence of other components in the 
same visual content (e.g., hierarchical 
relationships). By contrast, context information 
addresses the probability of having an object in the 
image using the presence or absence of some other 
objects, regardless of the content of the scene and 
its low-level features (e.g., non-hierarchical 
relationships). Figure 14 illustrates the process by 
which the discussed categories utilize content and 
context information.  

The task-oriented, feature-based semantics 
approach utilizes content information only, whereas 
its generic counterpart covers a wide domain and 
utilizes both content and context information. 
However, this generic feature-based semantics 
approach has no actual implementation. The map-
based approach utilizes contextual information, and 
leaves the contents to be conveyed using the 
annotation process, which produces the maps used 
as the input of the methods in this category.  
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9. OPEN RESEARCH ISSUES 

Overall, the existing ontology-based map-based 
approach has the best and widest applicability. 
Experimental evaluations have also confirmed the 
importance of labels in successfully executing this 
semantics approach in the image domain [21, 18]. 
The advantage of this approach lies in its 
independence from any given domain and in its 
implementation, which is based on upper-level 
ontologies. This approach can be implemented 
using different datasets, and depends mainly on 
contextual information. Measuring the similarities 
among the identified concepts (in terms of 
semantics) and the subsequent filtering process 
implicitly depend on identifying the common 
semantics among the input maps. Thus, only the 
maps that are closely related to the identified 
common semantics are retained, and the rest are 
discarded. 

10. CONCLUSION 

A novel categorization and comparison 
mechanism for the applications of ontology-based 
label extraction is proposed. A number of 
applications are categorized and analyzed based on 
the utilized ontology and the label extraction 
process. The existing approaches are categorized 
into feature- and map-based label extractions. 
Feature-based label extraction is further categorized 
into task-oriented and generic approaches, whereas 
map-based label extraction is categorized into 
existing and customized ontology-based 
approaches.  

Based on the discussion, the task oriented 
feature-based sub-category utilizes content 
information only. The generic feature-based sub-
category covers a wide domain and utilizes both 
content and context information. However, the 
latter approach has no actual implementation. In 
comparison, the map-based category utilizes 
contextual information and leaves the contents to be 
utilized via the annotation process. Most of the 
existing annotation techniques utilize content alone 
because this type of information does not require 
the use of any kind of knowledge.  

Finally, among the reviewed approaches and 
categories, the existing ontology-based map-based 
category shows potential and wide applicability in 
addressing the image ambiguity problem. 
Moreover, the joint processing of the content 
elements in the image domain has been used 
efficiently in label disambiguation.  
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Figure 1: Example of an ontology  

 

 
Figure 2: Example of the ontology-based label extraction process 

 
Figure 3: Variability criteria of ontology-based label extraction 
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Figure 4: Categorization of label extraction  

 
Figure 7: Processes used in the standard approach from the task-oriented category 
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