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ABSTRACT

This paper proposes a method based on the Multi-Swarm Particle Swarm Optimization (PSO) with Local Search on the multi-robot search system to find a given target in a Complex environment that contains static obstacles. This method by applying Multi-Swarm with Multi-Best particles on the multi-robot system can overcome the premature convergence problem, which is one of the main problems of Basic PSO. As the time progress the global searching of the algorithm decrease and therefore the robots tend to get group together in the small-explored region that called Premature Convergence and cannot reach the target. By combining the Local Search method with Multi-Swarm, We can guarantee the global convergence of this proposed algorithm and the robots can reach the target. The Experimental results obtained in a simulated environment show that biological and sociological inspiration could be useful to meet the challenges of robotic applications that can be described as optimization problems.
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1. INTRODUCTION

Searching a target in an unknown and dangerous environment is mostly performed by multiple autonomous robots. By applying search algorithm, we can improve the performance of the multi-robot system in terms of more effective exploration and reduce the search time. Therefore there are several advantages in multiple robots compare with single robots such as flexibility, robustness to failure [1].

There is a need for a suitable search task in order to carry out the search task in multi-robot systems fast and effective. These algorithms must be able to make decentralized decision and dynamic neighborhood topology of communicating agents. It means, the robots should be able to operate autonomously without any centralized supervisor.

In 1995 Kennedy & Eberhart introduced Particle Swarm Optimization [2, 3] that is an evolutionary computation algorithm like as Genetic Algorithm. This method uses in many fields such as function optimization, neural network training , fuzzy system control and pattern identification due to the rapid convergence, simplicity and few parameters to be adjusted. Recently, PSO has been applied on the multi-robot search system which has a better performance than other bio-inspired methods.

Doctor et.al. [4] proposed the adopted version of
PSO on the multi-robot search system. In this method to perform search task efficiently, the PSO is improved by determining the inertia weight ($\omega$) and coefficients ($\phi_1, \phi_2$). Hereford [5] proposed Distributed PSO, which eliminates the central robot for coordinating all the robots movements. This method is scalable to a large number of robots. Physically embedded PSO (PePSO) is introduced by J. Hereford & Siebold [6] that simplified the proposed method in 2006. This method by applying the local calculation and no connection between the robots until better performance is found, improves the performance. The result shows that this method is suitable to find the target by three robots and even more. The limitation of this method is that there are not any obstacles in the environment. Xue et.al. [7] proposed a method to control the multi-robot search systems based on the PSO algorithm to find the target. This method does not consider the volume of robots and there is no obstacle in the environment. Adaptations of PSO have been applied to the multi-robot odor search in several instances ([8, 9]). Pugh et.al. ([10, 11]) proposed based on an adapted version of PSO on the distributed mobile robots. Searching in this method is based on the local information and the structure of neighborhood. In this study, the robots are modeled to have limited communications. Although Basic PSO has shown that has an excellent performance in solving many problems, it suffers from some drawbacks, particularly when it is placed in an environment with a high density of obstacles. One of the problems is the Premature Convergence, which indicates that the global searching of the PSO algorithm reduces, and after several iterations, the robots converge to a small region that may not have the target. In the early iterations, the velocities of each particle is high due to the high inertia weight; therefore, the global searching and exploration of the robots are more than the local searching and exploitation in these iterations. As the time increases, the inertia value decreases. Then, the robots’ velocities decrease, and the robots converge to small regions, with no ability to search other regions to find the target. Couceiro et.al. (2011)[12] proposed a new method based on Darwinian particle swarm optimization (DPSO), named RDPSO. This method is adapted to the multi-robot search systems that consider obstacle avoidance. The results demonstrated that RDPSO increases the search exploration that can avoid to be entrapped in the local optima and converge sooner to the desired objective value in comparison with Basic PSO that is applied on the multi-robot search systems.

Another problem of Basic PSO is that it cannot guarantee the global search convergence, which increases the search time. To create an efficient balance between exploration and exploitation in PSO many methods are introduced such as ([13,14]). This problem exists on the multi-robot search systems too. It means, the robots in some cases are placed near the target but have to move based on the velocity and position equation of the PSO, and this equation may guide the robots to move to the position that is placed further from the target. This situation clearly causes the search time to increase, and if there are obstacles near the target, then the best global robot may be entrapped into the local optima.

In this study, we present a simple and effective Multi-Swarm PSO with Local Search named MSL-PSO. In our modified version, a new method is introduced based on the multi-swarm multi-Best [15] to overcome the problem of Premature Convergence and creates an efficient balance between exploration and exploitation and reduces the search time.

2. THEORICAL BACKGROUND

2.1 Particle Swarm Optimization (PSO)

Particle Swarm Optimization (PSO) is a new optimization search technique, which solves the numerical optimization problems. The swarm contains several particles that are specified with position ($x_{i,j}$) and fitness function $f(x_{i,j}(t))$. Fitness function is used to evaluate the particle success. The swarm flies through the search space and tries to find the potential solution. Each particle of the swarm spread out in the search space with random position and random velocity ($v_{i,j}$) in the n-dimensional search space. At each iteration, every particle is updated based
on the two “best” values. The first best value is the best solution has been achieved by each particle so far that is called Pbest. The second best value is the best value (best position with high fitness function) that is found among the swarm, which is called gbest. Each particle updates its position and velocity according to the following equation:

\[
x_{i,j}(t+1) = v_{i,j}(t+1) + x_{i,j}(t)
\]

\[
v_{i,j}(t+1) = \omega v_{i,j}(t) + c_1 r_1 \left( p_{\text{best},i,j}(t) - x_{i,j}(t) \right) + c_2 r_2 \left( g_{\text{best},i,j}(t) - x_{i,j}(t) \right)
\]

where \(v_{i,j}(t)\) and \(x_{i,j}(t)\) is the velocity vector and position of \(i\)-th particle in the \(j\)-th steps respectively. \(c_1, c_2\) are constants and are known as acceleration coefficients which are equal to \(c_1 = c_2 = 2\). \(r_1, r_2\) are the uniformly generated random numbers in the range of \((0,1]\) and \(\omega\) is the inertia weight [16]. When \(t=0\), \(p_{\text{best},i}(0)\) is the first position of each robot and \(g_{\text{best},i}(0)\) is assumed to be the first position of the first robot.

### 2.2 Problem Formulation

In this paper, each particle in the PSO swarm is matched with one robot in the multi-robot search system. The robot is assumed to have access to the map of the search space and have information about its location in the environment. The search space in this study is discretized into non-overlapping cells, which contains static obstacles and a specified target. The size of the target is the same as the cell. Each cell in the search space is marked as an unsafe or safe cell. When the cell is occupied with a robot or static obstacles, this cell is marked as an unsafe cell otherwise is marked as a safe cell. This marking system is used by the robots to have correct path planning and move to the safe cells. For the robot path planning, each robot has to cross from the center of the cell on its path. For a single path, the environment is considered as a static world and the problem is solved by the A* algorithm [17]. Traditional A* method computes the optimal path from the start position to the goal position among the static obstacles but it fails in a dynamic environment.

Each robot in this paper is equipped with a camera that can take a picture from the environment which is considered as a fitness function. The camera can detect 10 surrounding cells from the current position of the robot. The robot applies this camera in 5 different directions and if the robot can find the target in these 5 different directions therefore the number of the target pixels is divided into the whole number of the image pixels that is captured by the camera and this value is considered as the fitness function of that robot. Otherwise the fitness function returns Zero. The fitness function is as follows:

\[
0 < \text{fitness function} = \frac{\sum_{i=1}^{n} p_{oi}}{\sum_{j=1}^{m} p_{ij}} < 1
\]

Where \(p_{oi} = \{p_{o1}, p_{o2}, p_{o3} ... p_{on}\}\) a set of pixels of the target in the image is captured by the camera and \(p_{ij} = \{p_{j1}, p_{j2}, p_{j3} ... p_{jn}\}\) is a set of pixels in the image captured by the camera.

The termination criteria are also need to be taken into account to get a good solution in the acceptable time. In this paper, if one of the robots reaches the target or the number of iterations exceeds maximum iterations number which is assumed to be 400 iterations, the termination criteria occurs and the program will be terminated. If the number of iterations exceeds 400 iterations, it means that the algorithm could not succeed to find the target and entraps into the local optima.

### 3. THE ALGORITHM

From the Basic PSO’s equations each of the robot updates its velocity and position based on three items: velocity of the particle, \(p_{\text{best}}\) and \(g_{\text{best}}\). In the first iterations, the robots spread out in the search space randomly and gradually the global searching decreases and all the robots stuck into the local optima. All the information trapped by particles is contained in each position tracked by the particle swarm. But the Basic PSO updates the particle’s velocity and position
based on the two best values and if the two best values trapped into the local optima therefore the velocity of particles decrease and even be zero. In order to overcome the Premature Convergence problem MSL-PSO is proposed. In MSL-PSO the robot’s velocity and position are applied Multi-pbest and multi-gbest instead of single Pbest and single Gbest. By applying multi-best method on the searching task, the robots can escape from the local optima. The proposed algorithm (MSL-PSO) based on the Basic PSO, is divided into seven steps. In the first step, Initialization, each robot is placed randomly in the search space with the random velocity and headings. In the second step, the population is divided into m groups randomly with n robots in each group. In the third step, the fitness function of each robot is evaluated based on Eq. 3. In this step when t=0, pbest(0) is the first position of each robot and gbest(0) is the first position of the first robot in each group. In the fourth step, if the value of the fitness function is better than the others, which are found so far, it is stored as the best position called pbest. The m highest pbest is determined and stored for evaluating the new velocity equation. The particle with the closest position to the goal gets the highest value in the fitness function and is stored as gbest. The m highest gbest is determined and stored to calculate the next velocity. Then in the fifth step, all the groups combine together and make a group. After that, the next position and velocity of each robot are evaluated based on the Eq. 4, 5 in the next steps. These steps repeat until the termination criteria are met. The termination criteria are also need to be taken into account to get a good solution in the rational time. In this paper, if one of the robots reaches the target or the number of iterations exceeds maximum iterations which are assumed to be 400 iterations the termination criteria occurs and the program terminate. If the number of iterations exceeds 400 iterations it means that the algorithm could not find the target.

The new equation of robot’s velocity and position is changed as follows:

\[ v_{i,j}(t + 1) = \omega \cdot v_{i,j} + \sum_{k=1}^{m} c_{1,ik} \cdot r_{1}(p_{best_{i}jk}(t) - x_{i,j}(t)) + \sum_{k=1}^{m} c_{2,ik} \cdot r_{2}(g_{best_{jk}} - x_{i,j}(t)) \]

\[ x_{i,j}(t + 1) = x_{i,j} + v_{i,j}(t + 1) \]

Where, \( \sum_{k=1}^{m} c_{1,ik} = 2, \sum_{k=1}^{m} c_{2,ik} = 2 \). The process of MSL-PSO is shown in fig.1

Program MSL-PSO
1. Initialization ();
While (termination criteria in not met) Do
2. Divide the population into m groups randomly with n robot in each group();
3. Calculate Fitness function for each robot ();
4. Determine and Store m pbest of each particle and m gbest of the population ();
5. Combine all the groups together ();
6. Update new Velocity based on Eq.4 ();
7. Update new Position based on Eq.5 ();
End

Figure 1. The pseudo code of the MSL-PSO algorithm

4. MSL-PSO RESULT

4.1 Simulation Conditions
We have simulated and tested MSL-PSO and Basic PSO in four different target positions. To show the performance of the proposed algorithm and Basic PSO we put the target in the worst place, which are near or behind the obstacles. Only one target position was activated during each search run.
In this study, the search space is bounded with borders and the robots in this search space cannot go outside of the search space. It means, if the next position of the robot is placed out of search space, the next position would reverse and be placed inside the search space.

In order to get results, we applied the following parameter values. Inertia coefficient, $\omega$, was set to 0.9. The $c_1, c_2$ coefficients were both set to 2. We set an initial $v$ for each robot to simulate the behavior of physical robot. In this study only nine robots is used and therefore the population is divided into 3 groups, which contain 3 robots in each group. In each group the $g_{best}$ is calculated separately and then stored for evaluating the new velocity. In each group the $g_{best}$ is calculated separately and then stored for evaluating the new velocity.

In this study we adapted the PSO algorithm on the multi-robot search system, therefore unlike most of the PSO researches that track function value, our simulation search the target function. The simulation stopped when the robot got near the target or the maximum number of iterations (400 iterations) elapsed.

4.2 Simulation result

To evaluate the effectiveness of the MSL-PSO is tested in four different target positions and compare with Basic PSO algorithm. To compare the performance of the algorithm the search time is chosen as measurement. For each target positions both algorithms is run 100 test cases and the initial position of each robot is different. The initial positions of robots with each target position changed and are placed in the worst place. It means when the target is placed in some location then the initial positions of robots are selected as a furthest place than the target. Therefore in the first iterations the robots cannot see the target and then the global searching (exploration) of them decrease and they converge to the small regions and could not find the target. In addition, there are two random values ($r_1, r_2$) that are selected randomly in each test case. The maximum number of iterations for this study is considered 400 iterations. This number is selected because in most cases if the robots cannot reach the target before 400 iterations it means they stuck into the local optima and never reach the target after 400 iterations. Since our main objective is to decrease the search time therefore 400 iterations may be suitable.

Figure 2 compares the performance of MSL-PSO with Basic PSO in 4 different target positions. The figures show search time (number of iterations passed) for both MSL-PSO and Basic PSO algorithm.
Figure 5. The result of the search time of MSL-PSO and Basic PSO algorithm with different target positions: (a) Target position 1. (b) Target position 2. (c) Target position 3. (d) Target position 4.

As can be seen in Figure 5, Basic PSO algorithm cannot find the target during 400 iterations in all four different target positions while the robots by applying the MSL-PSO algorithm can find the target and reach it.

In target point 1, the robots through MSL-PSO algorithm can find the target and reach it between 60-120 iterations. In this case the initial positions of the robots are far from the target but by increasing the global searching can search different parts of the environment and can find the target during the desired search time. In this case the robots through the Basic PSO are stuck into the local optima and during the search time search the same region; therefore, they could not find the target never.

As can be seen from Figure 5(b) the number of iterations of MSL-PSO increases. In fact, in this case the initial positions of robots are placed in the farthest position towards the target. In addition to this, the number of static obstacles on the way of the robots during search is high; therefore, they could not see the target in the first iterations and they get entrapped into the local optima. The robots through the Basic PSO could not search the other areas and never find the target in 400 iterations while the robots by applying the MSL-PSO can find the target and reach it between 20-70 iterations.

In target point 3, the target is placed behind the target; therefore, the robots must come near to the target to see it. In this case the robots through the Basic PSO easily trapped into the local optima and could not search the other areas. These robots could not find the target during 400 iterations. In contrast, the global searching of robots by using MSL-PSO increased and they escape from the local optima and search different part of the search space; therefore, they see the target and move towards it through the local search strategy. The number of passed iterations of MSL-PSO is around 40-90 iterations.

As can be seen from the figure 5 (d), the target is placed near the corner and this is the hardest case among all. In the first iterations, the robots are placed in the farthest position to simulate the
worst case and show the performance of both algorithms better. The MSL-PSO in this situation could find the target between 20-80 iterations while the Basic PSO got entrapped into the local optima and therefore could not find the target during 400 iterations.

5. CONCLUSION

A biologically inspired search strategy on multi-robot search system has been developed and tested. This search technique, which is named MSL-PSO, is based on the bird flocking and Basic PSO and able to solve two problems of Basic PSO. One of these problems is Premature Convergence that is appeared in the environments contain static obstacles. This problem is more evident when the initial position of the robots is far from the target and they are not able to reach it easily. It means, in the first iterations, the global searching of robots are high and they can search the different part of the environment more but as time increase the global searching decrease; therefore, they converge to a region and could not search different parts and may fail to find the target.

Other problem of Basic PSO is that there is no balance between exploration and exploitation. In the other words, in some cases when the robot observe the target and its fitness function value is evaluated high but Basic PSO algorithm guides the robot to move toward the position that increase the distance between the robot and the desired target which increase the search time.

The MSL-PSO increases the global searching (exploration) of the Basic PSO by dividing the population into the $m$ groups and evaluating each robot based on the new velocity and position equations (Eq.4, 5).

In order to decrease the search time and create an efficient balance between exploration and exploitation a Local search algorithm is added to the proposed algorithm. In this method when the robot observes the target by applying Local search algorithm move toward the target and can guarantee to reach it.

The performance of The MSL-PSO algorithm and the Basic PSO are tested on the multi-robot search system in the environment with number of static obstacles with considering the target in four different positions. The results show that MSL-PSO has a better performance in compare with Basic PSO in this domain. The MSL-PSO by increase the global searching among the robots guides the robots to move to different parts of the search space; therefore, the robots can find the target and reach it sooner. The results show that the robots through the Basic PSO easily trapped into the local optima and could not find the target during 400 iterations.
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