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ABSTRACT 

 
In order to improve the assessment of speech disorders in the context of Parkinson's disease, we have used 
34 voice recordings of sustained vowel / a /, from 34 subjects including 17 patients with Parkinson’s 
disease. We subsequently extracted from 1 to 20 coefficients of the Perceptual linear prediction (PLP) from 
each subject.  The frames of the PLP were compressed using vector quantization, with six Codebook sizes. 
We used Leave One Subject Out validation scheme known as (LOSO) and the Support Vector Machines 
(SVM) classifier with its different types of kernels, (i.e.; RBF, Linear). After viewing the variety of 
obtained results, we proceeded to a bench of 100 trials. The best average result obtained was 75.79%, and 
the maximum result obtained was 91.17% using the codebook size of 1. 

Keywords: Voice analysis, Parkinson’s disease, Perceptual Linear Prediction, Vector quantization. Leave 

One Subject Out, Support Vector Machines. 
 
 

1. INTRODUCTION  

 
The assessment of the quality of speech, 

and the identification of the causes of its 

degradation based on phonological and acoustic 

features have become major concerns of clinicians 

and speech pathologists. They have become more 

attentive to any external techniques or methods to 

their domain, which might provide them additional 

information for the diagnosis and the assessment of 

neurological diseases including Parkinson's disease 

(PD). During its course, Parkinson’s disease causes 

different symptoms and influences the system 

which controls the execution of learned motor plans 

such as walking, talking or completing other simple 

tasks [1] [2] [3]. Parkinson’s disease generally 

affects people whose age is over 50 years and 

causes voice deterioration in around 90% of 

patients [4]. For these segments of patients, 

physical visits for diagnosis, monitoring and 

treatment are not practical [5] [6].  

In the case of the assessment of speech 

disorders in Parkinson's patients, clinicians and the 

speech pathologists have adopted subjective 

methods based on acoustic features to distinguish 

different disease states. In order to develop more 

objective assessments, recent studies use 

measurements of speech quality in time, spectral 

and cepstral domains [7] to detect voice disorders 

in the context of Parkinson’s disease. These 

measurements includes fundamental frequency of 

the oscillation of vocal folds (F0), absolute sound 

pressure level, jitter which represents pitch 

perturbations, shimmer which represents amplitude 

perturbations, and harmonicity which represents the 

degree of acoustic periodicity [1] [8] [9].  

In this study we used the dataset which 

was send by Mr. M. Erdem Isenkul [5] from the 

Department of Computer Engineering at Istanbul 

University, Istanbul, Turkey. In their work [5], they 

analyzed multiple types of sound recordings 

collected from people with Parkinson’s disease. 

The extracted time-frequency acoustic features 

were fed into SVM and k-NN classifiers for PD 

diagnosis by using a leave-one-subject-out (LOSO) 

cross-validation scheme and summarized Leave-

One-Out (s-LOO). 

However, using these methods with the 

extracted time-frequency acoustic features does not 

appear to be an efficient method to distinguish 

people with Parkinson's disease from healthy 

subjects. When they used LOSO validation scheme, 

they got 55.50% as classification accuracy. And in 

their study Betul Erdogdu Sakar et al, argued that 

the reason  for  using  s-LOO, is to reduce  the 

effect of variations  between different voice  
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samples of a subject [5]. They got 77.70% as a 

classification accuracy using the s-LOO method 

and 85% as maximum classification accuracy after 

1000 runs.  

In this study we focused on the 

measurements in cepstral domain by applying 

Perceptual Linear Predictive cepstral coefficients 

which have been traditionally used in speaker 

identification applications and was first proposed 

by Hynek Hermansky [10]. We have extracted PLP 

coefficients from the speech signals provided in a 

database and used vector quantization for feature 

compression. We then used the LOSO validation 

scheme with SVM for feature classification in order 

to discriminate Parkinsonian patients from healthy 

individuals.  

This paper is organized as follows: the 
voice recordings database is described in section II. 
The PLP processes and vector quantization are 
presented successively in section III and IV. The 
methodology of this research is presented in section 
V. The results and discussion are presented in 
Section VI and conclusion in Section VII. 

 

2. DATA ACQUISITION 

Dysarthria is the set of speech disorders 
related with disturbances of muscular control of the 
speech organs. Dysarthria includes all malfunctions 
associated to breathing, phonation, articulation, 
nasalization and prosody. These indications can be 
measured and detected by analyzing various cues of 
voice. The data collected in the context of this 
study (figure 1) belongs to 17 patients with 
Parkinson’s disease (6 female, 11 male) and 17 
healthy subjects (8 female, 9 male). Voice signals 
were recorded via a standard microphone at a 
sampling frequency of 44,100 Hz using a 16-bit 
sound card in a desktop computer. The microphone 

was placed at a 15 cm distant from individuals and 
they were asked to say sustained vowel /a/ at a 
comfortable level. All voice recordings were made 
in mono-channel mode and saved in WAVE 
format; acoustic analyses were done on these voice 
recordings. All the voice samples were collected by 
Mr. M. Erdem Isenkul from the Department of 
Computer Engineering at Istanbul University, 
Istanbul, Turkey.  

 

3. THE PLP PRECESSES 
 

Our first aim was to transform the speech 
waveform to some type of parametric 
representation for further analysis and processing 
[13]. The speech signal is a slow time varying 
signal which is called quasi-stationary [13]. When 
it is observed over a short period of time, it appears 
fairly stable [13]. However, over a long period of 
time, the speech signal changes its waveform. 
Therefore, it should be characterized by doing 
short-time spectral analysis [13]. The process of 
computing the PLP is shown in Figure 1 and 
described in the next paragraphs. 
 

3.1 Spectral Analysis 

Since the speech signal is a real signal, it is finite 
in time; thus, a processing is only possible on finite 
number of samples [14]. To this end, the first step 
of PLP process is to weight the speech segment by 
Hamming window [10]. The aim is to reduce signal 
discontinuities, and make the ends smooth enough 
to connect with the beginnings [14]. This was done 
by using Hamming window to taper the signal to 
zero in the beginning and in the end of each frame, 
by applying the following formula to the samples 
[10]: 

 

 

 
Figure 1: Waveform of a voice sample belonging to 

healthy individual (top) and Parkinsonian patient 

(bottom). The horizontal axis represents time and the 

vertical axis represents the amplitude. This figure was 

captured using Praat Software 

 
Fiureg 2: Block diagram of Perceptual Linear Prediction 

coefficients (PLP) 
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where N is the length of the Hamming window, 
with a length about 20 ms. 

The next processing step consists on 
converting each frame of N samples from time 
domain into frequency domain by applying the Fast 
Fourier Transform (FFT) [13]. We used the FFT for 
the reason that it is a fast algorithm to implement 
the Discrete Fourier Transform (DFT) [13]. As 
known, the DFT is defined on the set of N samples 
(Sn) as follow [13]: 
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The short-term power spectrum is 

computed by adding the square of the real and 

imaginary components of short-term speech 

spectrum, as follow [10]:  
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3.2 Critical Band Analysis 

    The short-term power spectrum P(ω) is warped 
along its frequency axis ω where (ω=2πf), into 
Bark frequency Ω by using the following equation 
[10]: 
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where ω is the angular frequency in [rad/s], and f is 
the frequency in [Hz]. The aim of the next step, is 
to convolve the resulting warped power with the 
power spectrum of the simulated critical-band 
masking curve Ψ(Ω) approximated by Hynek 
Hermansky [10] as follow: 
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It is a rather curd approximation of the shape of 
auditory filters.  

The samples of the critical-band power 
spectrum are produced by doing the discrete 
convolution of Ψ(Ω) with P(ω) by applying the 
following equation [10]: 
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       The convolution between the relatively 
broad critical-band masking curve Ψ(Ω) and the 
short-term power spectrum P(ω), reduces the 
spectral resolution of θ(Ω) in comparison with the 
original P(ω) [10]. 
 

3.3 Equal-loudness Preemphasis 

     The next step in this process is to preemphasis 
the samples Θ[Ω(ω)] using the simulated equal-
loudness curve, by applying the following equation 
[10]: 
 

[ ] [ ])()()( ωωω ΩΘ×=ΩΞ E                                (9) 

 
here, E(ω) is an approximation to the non-equal 
sensitivity of human ear perception at different 
frequencies. The practical approximation used in 
this research was adopted by Hynek Hermansky 
[10] and was first proposed by Makhol and Cosell 
[15] and given by the following equation: 
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3.4 Intensity-loudness Power Law 

     The last operation before the all-pole modeling 
is the cubic-root amplitude compression. The 
following equation approximates the power law of 
human hearing and simulates the non-linear relation 
between the intensity of sound and its perceived 
loudness [10]: 
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3.5 Autoregressive Modeling 

      In the final step of the Perceptual Linear 
Prediction process, Φ(Ω) is approximated by the 
spectrum of an all-pole model using the 
autocorrelation method of all-pole spectral 
modeling, this technique is called Linear Prediction 
(LP) [10] [16], in which the signal spectrum is 
modeled by  an all-pole spectrum. In this study we 
used the Linear Predictive Coefficient (LPC) 
analysis to compute the autoregressive model from 
spectral magnitude samples. The autoregressive 
coefficients are transformed to cepstral coefficients 
of the all-pole model; this was done by converting 
the LPC of 'n' coefficients into frames of cepstra 
[10]. 
 

3.6 Liftering 

The principal advantage of cepstral 

coefficients is that they are uncorrelated [14]. 
However, the problem with them is that the higher 
order cepstra are quite small [14], as shown in 
Figure 3. For this purpose, it is essential to re-scale 

the cepstral coefficients to have quite similar 
magnitudes (Figure 4) [14]. This is done by 
liftering the cepstra according to the following 
formula [14]: 
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Where L is the Cepstral sine lifter parameter. In this 
work, we used (L=0.6). 
 

4. VECTOR QUANTIZATION 
 
Vector quantization (VQ) is a compression 

method with data losses [17]. The basic idea of this 
method is to take a large number of feature vectors 
and reduce it to a smaller group of feature vectors, 
which represent the centers of gravity of the 
distribution.  

The VQ technique consists of extracting a 
small number of the most representative features to 
characterize different individuals.  
Here VQ is used to reduce the number of frames of 
the coefficients of the PLP in order to have only the 
most significant vectors which represent the center 
of gravity of the distribution of other frames of the 
PLP coefficients. In this study, we have made tests 
using codebook sizes of 1, 2, 4, 8, 16 and 32 [18]. 
Figure 5 represents the first 13 PLP coefficients 
extracted from one patient with Parkinson’s 
disease, with data compression using a codebook 
size of 8, which gives us the 8 most significant 

 
Figure 3: PLP coefficients of PD subject before liftering 

Figure 4: PLP coefficients of PD subject after liftering 

 
Figure: 5 PLP coefficients of PD subject using a 

codebook size of 8 
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frames representing the center of gravity of the 
distribution of other frames of the PLP coefficients. 
 

5. METHODOLOGY 
 

The first step in this study was to build a 
database containing voice recordings of patients 
with Parkinson’s disease and normal individuals. 
Ultimately, we were able to collect 17 voice 
recordings from both groups. This gave us 34 voice 
samples [19]. These recordings were made through 
a standard microphone at a sampling rate of 44100 
Hz. All participants were asked to pronounce the 
vowel / a / at a comfortable level.  

All the algorithms were executed on a 
desktop computer with a Core (TM) i3-2120 CPU 
and a processing speed of 3.30 GHz. 

 We then extracted from each voice 
sample, cepstral coefficients of the Perceptual 
Linear Prediction. The number of PLP coefficients 
extracted ranged from 1 to 20. We proceeded in this 
way to get the optimal coefficient number needed 
for the best diagnostic accuracy.  

The PLP coefficients extracted from each 
sample contains a large number of frames which 
require extensive processing time for classification 
and prevents making the correct diagnostic 
decision. To overcome this problem, and reduce the 
processing time, we used a method of lossy data 
compression known as vector quantization (VQ). 
The detailed description of this method has been 
made in section IV. As we know, VQ compresses 
the frames according to the number of Codebooks. 
In this paper we have used six codebooks of size 1, 
2, 4, 8, 16 and 32. We applied this method over 20 
PLP coefficients that have already been extracted 
from each voice sample, and which contains from 1 
to 20 coefficients per subject. This makes a total of 
120 extraction operations per subject (6 * 20). 

To train and validate our classifier, we 
used a method of classification called Leave One 
Subject Out, that is, we left out all the compressed 
frames of the PLP coefficients of one individual to 
be used for validation as if it were an unseen 
individual, and trained a classifier on the rest of the 
compressed frames of other subjects [6]. We used 
the Leave One Subject Out method of classification 
iteratively for each coefficient per subject until all 
20 coefficients per subject for the six different 
codebooks size. In this paper, we used the SVM 
classifier with its different types of kernels, i.e.; 
RBF, and Linear. 

 During the test section, we noticed that 
the obtained results when using a Codebook size of 
1 are not stable. Unlike the other Codebook sizes, 

namely 2, 4, 8, 16 and 32, the compression of the 
PLP frames using a codebook size of 1, did not 
always give the same location of the centroids of 
the clusters forming the compressed PLP 
coefficients. Therefore, every time we redid the 
same test, we will not get the same classification 
results. To assess how the results change, we used a 
test-bed of 100 times. This test-bed allows us to 
obtain the minimum, maximum and mean value of 
the diagnostic results for Parkinson's disease [19]. 

We made a test-bed of 100 times, for the 
codebook size of 1, and 5 times for the codebook 
size of 2, 4, 8 and 16, and only one time for the 
codebook size of 32. As already mentioned, the 
obtained results using a codebook size higher than 
1 are stable, nonetheless we did the test-bed 5 times 
on the others to get an idea of the variation in 
execution time and to be sure that the results 
remained the same. 
 

6. RESULTS AND DISCUSSION 
 

In their study, Betul Erdogdu Sakar et al 
[5] used a classification with Leave-One-Subject-
Out validation scheme, in which all the 26 voice 
samples of one individual were left out to be used 
for validation as if it was an unseen individual, and 
the rest of the samples are used for training [5].  

According to their method, if the majority 
of the voice samples of a test individual are 
classified as unhealthy, then the individual is 
classified as positive [5]. In their study, they 
presented another classification with Summarized 
Leave-One-Out (s-LOO). The aim of using this 
method was to compare the success of conventional 
Leave-One-Subject-Out validation with an 
unbiased Leave-One-Out [5].  In  this method, the 
feature values of the  26 voice samples of each  
individual  are summarized using central tendency 
and dispersion metrics such as mean, median, 
trimmed mean (10% and 25% removed), standard 
deviation, interquartile range, mean absolute 
deviation, and a novel form of dataset consisting of 
N samples is formed where N is the number of  
individuals  [5]. The purpose of summarizing the 
voice samples of individuals is to minimize the 
effect of variations between different voice samples 
of a subject [5]. The best classification accuracy 
achieved in their research was 77.50% using s-LOO 
with linear kernel of SVM and the best results of 
1000 runs of selecting a random voice samples 
from each individual was 85% with the same SVM 
kernel  [5]. 
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Based on our results, it is clear that using 
higher codebook size, decreases the accuracy of 
diagnosis (Table I), and the time required for 
processing becomes longer (Table II).  

The extracted PLP coefficients from each 
subject contains in addition to the number of 
coefficients used, many frames with different 
values. The use of a large number of frames leads 

us to a diversity of results, often very close to the 
extracted values from other subjects (PD and 
Normal) [19]. This similarity of results between 
different individuals prevents making the correct 
diagnostic decisions [19]. By way to explanation; 
assuming that the frames are in the form of points 
distributed in space, increasing the number of 
frames leads to interference between these points 
[19]. Therefore, the task of the classifier, to find a 
hyper plane able to separate perfectly the two 
groups of subjects (namely patients with 
Parkinson’s disease and healthy individuals), will 
be very difficult, if not impossible [19].  

As can be seen in Table II for a single test 
using a codebook size of 1, we need 78.71 seconds. 
Each time we increase the size of the codebook, the 
processing time for classification becomes longer. 
For a single test using a codebook size of 16 we 
need about 53 minutes and with a codebook size of 
32 we need about 14 hours. For this size, it is not 
practical to apply a test-bed if we already know that 
the results will remain the same even after 100 
trials. 

The test-bed accuracy results using the 
codebook size of 1 are represented in Figure 6. A 
maximum classification accuracy of 91.17% was 
achieved using a codebook size of 1 as shown in 
Table I, by linear kernel SVMs. As seen from Table 
I, the best mean classification accuracy of 75.79% 
was achieved using a codebook size of 1.  

 

7. CONCLUSION 
 

Dysarthria symptoms accompanying 
Parkinson’s disease do not appear abruptly. It is a 
slow process whose early stages may go 
unobserved. To improve the assessment of 
Parkinson’s disease we collected a variety of voice 
samples from different subjects during the 
pronunciation of sustained vowel /a/. The extracted 
PLP coefficients from different participants contain 
many frames which take maximum processing time 
in the classification section, and prevent making 
accurate diagnosis.  For this reason we have 
compressed the extracted PLP coefficients using 
vector quantization with different codebook sizes. 

 After doing the tests we noticed that the 
obtained results using a codebook size of 1 were not 
sable. To assess on how the results change, we 
proceeded to a bench of 100 trials. The compression 
of the frames of the PLP coefficients using Vector 
Quantization with the codebook size of 1 has shown 
to be a good parameter for the detection of voice 
disorder in Parkinson’s disease, showing a mean 

Figure 6: The test-bed results using the codebook size of 

1 with minimum, maximum and mean classification 

accuracies  

Table 1: classification results for different codebook 

sizes. 

Codebook 
sizes 

Max 
accuracy 

(%) 

Min 
accuracy 

(%) 

Mean 
accuracy 

(%) 

1 91.1765    67.6471 75.7941 

2 75 75 75 

4 68.3824 68.3824 68.3824 

8 63.6029 63.6029 63.6029 

16 62.3162 62.3162 62.3162 

32 61.8566 61.8566 61.8566 

 

 
Table 2: Execution time of the classification program for 

different sizes of the codebook 

Codebook 
sizes 

Max 
Time 

(second) 

Min 
Time 

(second) 

Mean 
Time 

(second) 

1 94.1673 75.5406 78.7189 

2 82.0656 81.5608 81.7872 

4 130.6943 130.2041 130.4668 

8 315.4144 312.1552 314.1749 

16 3.1511e+03 3.1383e+03 3.1445e+03 

32 4.9475e+04 4.9475e+04 4.9475e+04 
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classification accuracy of 75.79% and a maximum 
classification accuracy of 91.17%. 
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