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ABSTRACT

Laser pointer is a low-cost daily essential item that can provide a prominent spot, deliver the meaning of a pointing gesture and accurately indicate a spot. Robust detection of a laser spot has been made possible with the help of the computer vision techniques. Autonomous laser spot detection system has led to the evolution of many applications such as laser pointer interaction, autonomous robotic helper and simulation based computer game. This paper aims to provide the general architecture and methodology used in a laser spot detection system. Major lower level processing methods, such as thresholding, background subtraction, region of interest extraction and coordinate mapping are fundamental in developing a good laser spot system. Our study found out that most of existing systems are prone to error whenever the lighting condition is varied either gradually or suddenly. The spot is also difficult to detect when it is overlaid on a white background due to the weakness in the detection scheme. jitter, which is mostly caused by uneven hand movement, is a big challenge in developing an accurate system, especially for laser interaction applications. Finally, we believe that a robust laser spot detection system can be built if the aforementioned challenges are carefully addressed.
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1. INTRODUCTION

Laser based pointing system has been used successfully in many applications such as telemedicine [1-3], tele-tutoring [4-6], tele-surgery [7-9] and tele-conference [10]. With the advent of parallel processor, especially graphical processing unit (GPU), many tele-pointing systems are developed for real-time usage, in which the laser is detected and tracked autonomously. Previously, laser spot in tele-tutoring system was detected manually by the observers without any assistance from an automated detection system. The main weakness of this approach is the observers might fail to detect the spot in some challenging circumstances such as lighting changes, difference in viewing angle and shadow. In order to enhance the system, image processing techniques have been used to help the users to detect and track the laser spot autonomously. This support system has accelerated the development of many applications that dependent on autonomous detection, e.g. optical distance measurement device [11-13], autonomous robot helpers [14-19] and shooting range training simulator [20-23].

Generally, a laser spot is defined as a small illuminated area on a surface that originated from a laser pointer. Usually, laser pointer is a pen shaped device composed of a laser diode that produces a visible spot when the incident light hit an opaque surface. The typical size of a laser spot is less than 1 cm radius. A laser spot cannot be observed when the pointer is pointed to the sky because of the non-opaqueness property of the space and light diffusion. However, high-powered laser pointer has been used in the astronomy field for outer space investigation purpose, in which a visible beam will look like an elongated pointing stick. Most of the laser pointer devices are battery operated and the allowable power is restricted to 5mW in many countries due to potential danger to human eye.

In 1980s, laser pointer was a very expensive device, but the manufacturing cost has reduced significantly since then due to high
Besides than giving a reliable pointing direction, it can also produce a prominent spot even in a very bright surrounding. This allows it to function as a sensor to any application that requires an indicator in a bright environment. By using this property, the military has used laser pointer to mark targets for laser-guided weaponry such as the 'Paveway' bomb and the 'JDAMS' (joint direct attack munitions) bomb [24]. This enables them to pin point the targets clearly even in a noisy environment.

The main objective of this study is to give an overview of the architecture and the current existing methods used in a laser spot detection system. The major focus will be on the lower level processing methods, such as thresholding, background subtraction, region of interest extraction and coordinate mapping which are fundamental in developing a good laser spot detection system. Apart from that, we have also discussed the various type of available laser pointer interactions, particularly with large screen and external appliances.

This paper is arranged into four main sections. Section 2 introduces the architecture of a typical laser spot detection system. Section 3 discusses the algorithm flow of the system that focuses on methods used in detecting a laser spot, mapping the coordinates from a camera to a display, and classifying the actions that can be interpreted from a laser spot movement. Finally, section 4 concludes the whole paper and some possible future directions are discussed.

2. BASIC ARCHITECTURE OF LASER SPOT DETECTION SYSTEM

The laser spot detection system is meant to segment the laser spot automatically from the background by using a computer vision approach. The basic architecture of an automated laser spot detection system is shown in figure 1. It consists of a laser based pointing device such as a laser pointer, an object of interest, a visual acquisition tool such as video camera or webcam and a processing unit such as personal computer or microcontroller. The object of interest differs depending on the application where this system is applied. It may be a projection screen in a smart classroom system, a household object such as remote control in a smart home system or a wall in a distance measuring system. The visual acquisition tool acted as the eye of the computer vision system and provides the real-time visual input for the laser
spot detection system. The processing unit acted as the brain to process the input and to infer action to be taken by the system.

The automated laser spot detection system starts when the user points the laser pointer to the object of interest and a laser spot appeared. The visual acquisition tool captured the real time video stream of the object of interest and sent it to the processing unit. The video stream is then processed to detect the laser spot. The algorithm will capture the coordinates of the detected laser spot. These coordinates is then manipulated into various actions according to the applications where this laser spot detection system is applied. The algorithm flow of an automated laser spot detection system will be discussed further in the next section.

![Figure 1: Basic architecture of a laser spot detection system](image)

In a large display interaction system, the coordinate of the detected spot is mapped to the computer display coordinate for easier configuration. Then, the position of the cursor will be pointed to the laser spot position, so that the cursor will assist the observers to track the laser spot [25]. A laser pointer system allows it user to interact directly to the display by adding buttons to the laser pointer, which will represent the mouse buttons [26]. It also enables the system to imitate a mouse function by means of turning the laser pointer on and off [27], and manipulate a presentation slide by sweeping the laser pointer back and forth to change the slides [28].

Human-robot interaction systems have also exploited autonomous laser spot detection to act as the user interface to control robots in aiding everyday human activities. The system in [29] send an initial direction for a button-pushing robot to turn its face by using a flash light and then a laser pointer is used to direct the robot to the required location. The robot then moves towards the button and pushes it to turn it on. They have not only used one, but two cameras, which are mounted to an omnidirectional camera to capture the stereo image, so that the distance can be calculated. Kemp et al. [30] has also implemented a two cameras system to their picking-up robot, where a laser pointer is used to identify which object to pick up. After the omnidirectional camera detects the laser spot, the pan/tilt stereo camera is directed to the spot and a 3D location of the laser spot is computed. Then, the robot will fetch the object as pointed by the laser pointer. Contrary to these two systems, Ishii et al. [19] have designed a laser gesture interface not only to specify the targets but also to give the instruction to the robot by using a laser pointer. The available options for the user are to trash, collect or deliver the objects to the specified destination.

All the above systems have installed their cameras in front of the screen or target but Soetedjo and Nurcahyo [21] have placed their camera behind the shooting target in a closed box in their shooting range simulator system to minimize light variations problem. Placing the camera behind the object will increase movement freedom of the user. They used a target screen made from a thin paper to ease the detection of the laser spot. The laser pointer was installed in the gun and then shot at the target screen. Muljowidodo et al.[12] have also designed a distance measurement system where the laser pointer is mounted on an Unmanned Underwater Vehicle (UUV). The system can measure the horizontal and vertical distances by calculating the distance of the laser spot with respect to a calibrated wall as the reference distance.

3. METHODOLOGY

The basic flow of an autonomous laser spot detection system can be divided into three stages as shown in Figure 2. The image of the object of interest will be captured by the visual acquisition tools such as IP camera, which is then sent for lower level processing. The first stage is to identify the location of the laser spot, so that the coordinates can be quantified for further usage. Initially, the coordinates are taken with respect to the camera view where it will be mapped to the computer view by using coordinate transformation. Perspective transformation or homographic method is the most commonly used technique in mapping the coordinate to the computer view for more accurate visualization. The third stage is laser spot interaction, which determines and interprets the intended actions that have been symbolized by the laser spot position and movement. The whole
process of detecting the laser spot will be iterated again for the next frame and it will be the input for higher level processing. Most of the existing applications follow these procedures, yet some applications may have added an additional calibration stage, which was done during the start up.

![Flowchart of an autonomous laser spot detection system.](image)

### 3.1 System Calibration

System calibration was performed by adjusting the setting of the camera so that most of the unwanted image noise will be removed during the early stage. Brightness is one of the major parameters in calibration that controls the allowable light onto the image sensors in the camera. This exposure is controlled by adjusting the shutter, ISO and aperture setting. Another parameter is white balance setting, which will adjust the colour in an image to appear accurately, so that white colour will appear as white in the captured image. Most of the modern cameras came with an automated setting for white balance and exposure control to ease the shooting process.

However, automatic control in camera may cause problems in image processing as it leads to unpredictable change in the parameters. The reason is the algorithm for automated adjustment can only work in certain environments. To avoid such complications, all of these controls were turned off. Then, the settings were physically set by using a trial and error method. Some researchers [31-33] have tuned the brightness and exposure level manually until the laser spot can be detected as a large white spot on the screen. However, lighting condition can be too bright that it pushes each pixel in the image to reach the saturated level. Ahlborn et al. [32] minimised the problem by applying the possible shortest shutter time to limit the overexposed image problem. Besides, a few papers [34-36] have set a predetermined value for their camera setting to minimize over exposure. Fukuchi [34] has set the exposure setting to 1/30 seconds, which is long enough to cause a fast moving laser spot to appear blurry and creates a dimmed trail. Brown and Wong [35] have set the shutter speed at 1/600 seconds and attached a red lens filter to their camera to detect the laser spot by using a simple intensity thresholding method. A main drawback of this method is that the control needs to be reset when the lighting condition changes. Lapointe and Godin [36] forgo the laborious method of manually configuring the camera by adjusting the camera’s configuration automatically. They used a white blank screen as the reference point under normal lighting condition, where the gain and exposure will be adjusted iteratively.

In a large display interaction system, the size of the projected image may be smaller than the screen's size. Thus, the display contains not just the projected display but also unwanted background image. Besides that, due to different angle of projection from the projector to the screen, a quadrilateral view of the image may be projected onto the screen. Quadrangle view can also be caused by inefficient camera positioning. Thus, a captured image will usually include the unwanted background screen since the camera must capture the whole projected display. This undesirable background was treated as a noise in the image processing system. The projected display was extracted from the captured image by doing a region of interest (ROI) extraction as shown in Figure 3. This is done to ensure that the coordinate of the laser spot is only within the projected display only instead of the whole captured image. The initial ROI was obtained based on the camera coordinate where the ROI extraction will be transformed to the computer coordinate during coordinate transformation stage.
There are several ways to extract the ROI [25, 34, 37-39]. Kim et al. [38] obtained their ROI by finding the size ratio of the screen to the original image. This algorithm is suitable for a permanent screen where the size does not change and the projected image was assumed to have a perfect square shape. Another way to extract the ROI is by detecting the corner positions of the projected image. Fukuchi [34] has extracted the corner locations manually by pointing at a corner for a second. The mode position of the calculated centroid will be recognized as the location of the corner points. This process is repeated for all remaining three corners. The limitations of this method are time consuming and heavy dependency on the pointing precision. Shin et al. [37] adapted a more automated method to locate the corner of the displayed image by dividing the area perpendicular to a certain point \((x,y)\) into a set of four 5x5 sub-areas; Upper-left (A), Upper-right (B), lower-left (C) and lower-right (D), each. Then, the brightest sub-area was identified by summing the pixel values in each sub-area. The corner point was determined by finding the brightest sub-area. If the lower-left (C) sub-area was the brightest sub-area, then point \((x,y)\) was the right-top corner point of the projected display.

Another method to remove the unwanted background noise is based on the assumption that the projected image is brighter than the background screen. The difference in pixels intensity at the boundary between the background and the projected image will create a frame that can be removed by using a mask. Mahmood et al. [25] have deducted two blank coloured images to extract the foreground image. The colour was chosen such that the intensity change is minimal at the boundaries while there is a big difference between the two images. Similarly, Jeong et al. [39] also subtract two images to eliminate the background but they have chosen edge image instead. Sobel operator [22] was used to create an edge image where the background edge was obtained during the set up process, which is identified as the blue screen.

### 3.2. Laser Spot Detection

Laser spot detection is a process to identify which one of the detected foregrounds is the true laser spot. The main concern of this section is to identify the laser spot as a homogenous object and thus separating it from the background image. Thresholding; either intensity or colour-based, is the most popular method in detecting the laser spot. Besides, background subtraction has also been used a lot in detecting the laser spot.

#### 3.2.1 Thresholding

Thresholding is the basic method of separating an image into a foreground object and background. A grayscale image \(I(x,y)\) is clipped to a binary image \(f(x,y)\) by using a threshold as in the equation (1).

\[
f(x,y) = \begin{cases} 
  a & \text{if } I(x,y) > \tau \\
  0 & \text{if } I(x,y) \leq \tau 
\end{cases}
\]  

(1)

where \(a\) is the value assigned to represent the foreground object (usually \(2\)) and \(b\) to represent the background value (usually \(0\)). The threshold, \(\tau\) is...
normally set based on the dip value between two peaks of an intensity histogram. Based on the assumption that a laser spot is often too bright that it saturates the pixel’s intensity, the most common way to detect the laser spot is by finding the brightest spot in the image [31, 33, 35, 37]. The grayscale image is usually thresholded to find the maximum intensity value in the intensity histogram. After the spot has been detected, the centroid of the spot was calculated as the location representation. Shin et al. [37] claimed that the spot detection is determined by the contrast level of the camera. High contrast level may cause intensity saturation on other pixels in the image and will appear as a glow, which hinders the detection of laser spot. A change in lighting may also cause the algorithm to misjudge the laser spot. A saturated laser spot will appear as a white spot on the display which will be hard to differentiate when there is a white area on the display. Laser spot may also not be the brightest spot on the screen due to lighting effects or the existence of other bright colours. Therefore, Sugawara and Miki [40] multiplexed a visible laser beam of 653nm wavelength with an invisible infrared laser beam of 785nm wavelength into a special laser pointer named WDM laser pointer. Then, they attached a bandpass filter to the camera so that only infrared wavelength can pass through.

Red laser pointers are popularly used in many applications. Thus, extracting and analysing the red element from a RGB image will ease the detection of the laser spot [17]. Therefore, Soetjedjo and Nurcahyo [21] used the pixel’s value of the red channel as the threshold instead of using the maximum intensity value of the grayscale image. The pixel will be identified as the laser spot if its red channel value is higher than 240. Furthermore, a spatial rule of greater than 20-connected pixels is applied to confirm the spot detection and remove the possible noises. This is an application-dependent algorithm since it cannot be applied immediately to other applications without major tuning. Furthermore, the red channel value does not directly represent red colour in a RGB image. White colour also contains a high concentration of red component; therefore it can be misinterpreted as the laser spot. Muljowidodo et al. [12] chose a different approach in analysing the red elements in the image by distinguishing the laser spot based on the degree of red colour. An image with a high value of red colour will have a high degree of reddish colour. Then, the degree of red image will be thresholded into a binary image. Liang and Kong [23] used the same segmentation technique but with an additional deterministic rule based on the brightness of the red channel as a fail-safe precaution, especially when the laser pointer is too bright during early battery-life.

Instead of using a single colour channel to analyze the image, Kim et al. [27] used the whole colour space. They convert the RGB image into HSI colour space and then the colour of laser spot is predefined as a range of regions in the HSI colour model. The detection is successful if the predefined region is detected within the image.

### 3.2.2 Background subtraction

Most cameras in a laser pointer system are fixed in theirs position, thus enabling the use of background subtraction operation to get the foreground object. Frame differencing is the simplest background subtraction technique where a frame is compared to another frame or ‘background’ in which a significant difference between those frames is identified as the foreground object. The significant differences were usually distinguished based on a threshold value with respect to the absolute difference and the foreground mask. Background frame has been modeled in many ways [41, 42]. The temporal differencing method modeled the background image based on the previous frames. Assuming that \( I(x, y)_t \) is a pixel in the image at timeframe, and \( I(x, y)_{t-1} \) is a pixel in the previous timeframe, equation (2) represents the frame differencing technique.

\[
\left| I(x, y)_t - I(x, y)_{t-1} \right| > \tau
\]  

(2)

where \( \tau \) is the threshold that quantifies the difference to be regarded as the foreground object. Myers et al. [43] has applied this temporal differencing technique in their system to appraise the laser pointers performance. They set the threshold value to the highest value of red colour, which is above the noise level for laser spot detection. The disadvantage of such technique is that any foreground objects that remain static for a period of time will eventually disappear as the algorithm will consider it as the background. To overcome these problems, especially in a dynamic context, Xia et al. [44] sets an adaptive threshold value that calculates the average brightness of the image and the laser spot.

The background may also be modeled by using a mean filter. This algorithm assumes that the background did not change and remain relatively constant for a period of time. The mean filter technique can be calculated as
\[
[I_{n}(x',y')] = \frac{1}{n} \sum_{i=0}^{n-1} [I_{i}(x,y)] 
\]  

(3)

where the background is the average of \( n \) frames. This technique has been applied by Kovárová et al. [45] who had compared the current frame with the average of three previous frames. Then, the same intensity threshold will be applied to determine the laser spot position.

Instead of relying on temporal data as the reference frame, Ahlborn et al. [32] have built the reference frame by using a spatial-temporal method. They created the reference frame from a completely white screen at the start of the process and assigned every pixel to be the same to the maximum intensity value of that neighborhood. Again, a threshold will be used to detect the laser spot if the pixel’s value above the reference frame’s brightness.

### 3.3 Coordinate Mapping

Positions of the laser spot are recorded in the camera plane coordinate upon detection. Distortion will be likely to occur in the captured image due to the difference in resolution between the camera display and computer display. The positioning of the projector or camera that is not parallel to the screen will also cause distortion as it creates a quadrilateral image. A point on one plane may not lie in the same position as the corresponding point on the other plane due to this distortion. Thus, every position in the camera plane will be mapped to the corresponding position either in the computer coordinate or display coordinate. Perspective transformation or homography is used to warp this image and transforms the coordinate obtained from the camera input to the computer display coordinate.

Perspective transformation is a method that maps a point in the three-dimensional plane onto a two-dimensional plane as though it is seen by another observer such as camera view which has been taken from 3D surrounding. Normally, in large screen applications, a point \((x,y)\) in the computer display will be projected to a point on the projection screen by perspective transformation. The point on the projection will be perceived as a point, \((X,Y)\) by the camera which will undergo another perspective transformation. A homography is established between the camera and the computer display since these points lie on the same planar surface. Therefore, the combination of a transformed point \((X,Y)\) on the projection screen as observed by a camera to a point \((x,y)\) in the computer display can be mapped by a projective transformation [46].

\[
(x,y) = \begin{pmatrix} x \cr y \cr 1 \end{pmatrix} \begin{pmatrix} P_1 & P_2 & P_3 & P_4 \\ P_5 & P_6 & P_7 & P_8 \\ P_9 & P_{10} & P_{11} & P_{12} \end{pmatrix} \begin{pmatrix} X \cr Y \cr 1 \cr 1 \end{pmatrix} 
\]  

(4)

where the parameters \( P_1, P_2, ..., P_{12} \) are the unknowns that will be determined. The transformation can be conveyed in homogeneous coordinates as

\[
\begin{pmatrix} x \\ y \end{pmatrix} = \begin{pmatrix} P_1 & P_2 & P_3 & P_4 \\ P_5 & P_6 & P_7 & P_8 \end{pmatrix} \begin{pmatrix} X \\ Y \end{pmatrix} 
\]  

(5)

Jeong et al. [39] expanded the equation 5 by using a linear algebra technique to obtain a unique solution for the parameters. They utilized the eight equations from the detected coordinates of the four corners which were extracted in section 3.1 in order to obtain the solution.

Wang et al. [31] and Mahmood et al. [25] have integrated the technique introduced by Sukthankar et al. [46] by adding a corrective equation that converts the quadrilateral image into a rectangle image of the required size in a two-step process. The quadrilateral corners \((x,y)\) were normalized into unit square corners \((u,v)\) and then were multiplied by the desired resolution into the rectangle shape \((X,Y)\). This algorithm not only deals with the perspective transformation of the camera but also improved the resolution mismatch. Figure 4 shows the illustration of the coordinate correction method. However, all of these algorithms can only be applied in a linear environment. The accuracy will degrade if we utilize a curve screen instead of a flat screen due to nonlinearity. Kim et al. [27] improved these algorithms by introducing the element of quadratic methods for non-linear environment.
3.4 Laser Spot Interaction

Finally, laser spot interaction can be derived by using the calculated positions and its trend. This step is important so that an autonomous algorithm can be built to translate the intended message form the laser spot movement and positions. The laser spot’s interaction behaviour is usually translated into various actions depending on their applications as shown in Table 1. Generally, there are four modes of operation that a laser pointer can be used to send a message to the observers. The direct mode is as simple as a point-and-click operation that deals directly with the action being done at the laser spot without applying any complex algorithm. Although the direct mode is easy to use, it has a drawback in the accuracy of distance pointing. A small hand jitter can cause a relatively significant movement of the laser spot from a distance. Besides that, human hands tend to quiver, which will cause the laser beam to be shaky. This hand jittering may lead to selection of an unwanted object when pointing to a small spot from a distance.

<table>
<thead>
<tr>
<th>Mode</th>
<th>Interaction method</th>
<th>Interaction behaviour</th>
<th>Actions done</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Direct</td>
<td>Tracked by cursor</td>
<td>Cursor was moved to the laser spot, which will replicate mouse function</td>
<td>Mouse left-click, double-click, drag and drop</td>
<td>[25], [37]</td>
</tr>
<tr>
<td>Laser spot On/Off</td>
<td>Turn laser pointer On/Off to imitate mouse function</td>
<td>Mouse left-click, double left-click, right-click</td>
<td>[27]</td>
<td></td>
</tr>
<tr>
<td>Pointing</td>
<td>Point to the objects- to do actions; pick up, turn on</td>
<td>Point-and-click</td>
<td>[30], [14]</td>
<td></td>
</tr>
<tr>
<td>Gesture</td>
<td>Stroke</td>
<td>Draw strokes to command a robot</td>
<td>deliver, collect, trash</td>
<td>[19]</td>
</tr>
<tr>
<td>Sweep pass an area</td>
<td>Sweep across a navigating window</td>
<td>For basic presentation manipulation</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pattern</td>
<td>Draw patterns</td>
<td>- to imitate mouse function</td>
<td>- Mouse left click, double-click, drag and drop</td>
<td>[48], [17]</td>
</tr>
<tr>
<td>Display pattern</td>
<td>display interactive pattern to represents actions</td>
<td>- move robot forward, turn left, turn right</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Multi-button on pointer</td>
<td>uPen, CollabPointer</td>
<td>Drag and drop on multiple display, support collaboration from multiple pointer</td>
<td>[26], [50]</td>
<td></td>
</tr>
</tbody>
</table>

The gesture and pattern modes may have a more complicated computational algorithm than the direct mode where the interaction behaviours are more user-friendly. Gesture such as stroke [19] and...
sweep [28] did not require precise pointing, which helps abated the jitter problems. Patterns such as triangle, circle and square [17] must be precisely drawn to avoid inaccuracy in evaluating the patterns. The multi-button modes such as uPen [26] and CollabPointer [50] used wireless transmission to transmit the data, which may limit the distance communication distance. A specially designed hardware is required when using multi-button mode, which will increase the implementation cost.

4. OPEN ISSUES WITH LASER SPOT DETECTION SYSTEM

In previous sections, we have already discussed the architecture and the methods used in laser spot detection system. A few issues such as illumination change, colour similarity problem and hand jitter has been identified as a result of this study.

Most of the systems were developed in a controlled lighting environment and any variation in lightings will cause a false-off in detecting the laser spot. This problem is more prominent when using the thresholding technique to detect the laser spot. A hybrid technique [14] may be used to solve this problem but the algorithm may be too heavy for a real-time application. Usually, the observed laser spot will be too bright that it will appear as a white spot on the camera image due to saturation of the pixel value. This may lead to miss detection of the spot when it appears on a white background. Furthermore, human weakness that is associated with old age, which is trembling especially when holding an object up for an extended time, may cause the laser spot to appear spasmodic-like. This hand jitter will produce an error, which can be overcome by estimation and smoothing techniques.

5. CONCLUSION

This paper describes the fundamental construction of a laser spot detection system, which was used in many applications such as laser pointer interaction system, robot manipulation system and remote classroom system. Generally, laser spot detection system by using image processing techniques consists of thresholding, background subtraction and ROI extraction. Most of the algorithms and processing methods used in laser spot detection system were ad hoc in nature and application dependent. The robustness of the algorithm is relatively low, especially for outdoor environment where none of the reviewed algorithms work well under sudden and local lighting changes. Albeit that, with its high practical value, the laser spot detection system has helped in improving the traditional presentation approach, the domestic lifestyle and many more.

Here, we suggest a few improvements that can be applied in the future to develop an accurate and precise laser spot detection system. A more robust detection algorithm may be used to detect the laser spot in outdoor environment by considering colour transformation method. Colour constancy approach [51] may be applied to accommodate the effect of illumination changes for both local and global cases. In general, colour constancy estimates the colour of the light source and then the input image will be corrected based on a predefined standard illumination by using the estimated illuminant. Besides that, object tracking method based on the deterministic or probabilistic approach [52] can be used to track the laser spot movement. This will indirectly smooth out the movement of the laser spot and helps to reduce the jitter problem. A robust foreground detection method [53] may also be used to improve foreground detection under sudden and gradual illumination change, colour similarity issue, moving background and shadow noise. A jitter reduction method [54] can also be applied to smooth out any sudden movement fluctuation.
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