ONE DIMENSIONAL WITH DYNAMIC FEATURES VECTOR FOR IRIS CLASSIFICATION USING TRADITIONAL SUPPORT VECTOR MACHINES

AHMAD NAZRI ALI, MOHD ZAID ABDULLAH
1Senior Lecturer, School of Electrical and Electronic Engineering, University Science Malaysia, MALAYSIA
E-mail: nazriali@usm.my

ABSTRACT

This paper proposes an iris classification for small and imbalance dataset employing traditional Support Vector Machine classifier. A technique from the combination of modified conventional moving average and histogram equalization are proposed to produce the figurative and interpretability iris texture. In doing so, the smooth effect of the iris texture will take place for feature extraction. This study also proposed one-dimensional features with dynamic vector which are extracted by manipulating the global mean and intensity variation on the un-normalized iris image. The uniqueness of the proposed feature extraction technique is where eyelid, eyelashes and lighting effect will be merged together in the calculation in order to produce the feature vector. Therefore, this study has not considered the noise removal method, and this differs compared to most previous works, which have implemented noise removal method for eliminating the eyelid and eyelashes information. The images from CASIA Version 1 and Version 4-Interval are used to assess the proposed method. The results obtained on these data sets reveal the effectiveness of the suggested method.
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1. INTRODUCTION

With unique patterns for each person even between left and right eye, human iris is the most stable and reliable compared with other biometrics form [1,2]. Reliable features which are extracted from iris pattern with suitable matching method are the fundamental element for obtaining high accuracy. Multiple templates per individual are the important aspect to create enough template variation in database. However, it will create computational overheads as the system has to store and then compare each of the templates during enrollment and classification. Generally, the size of features is normally large in iris classification. Creating a reliable and small vector size of iris template using low computational method that capable to be applied with established matching method may be the possible approach to address the problem.

Other than feature size, the presence of unwanted parts such as eyelids, eyelashes or lighting effect is the area that requires special method to remove it as these noises may hamper the recognition accuracy. Many methods have been proposed to reduce the effect of these noises from the iris images [3,4,5]. However, the method requires extra computation for completing the process. In most literatures, once the iris region is localized, the next step is to unwrap or normalize into a fixed dimension in order to have uniform features attributes for accurate matching outcome. Normalization is applied to overcome the dimensional inconsistencies due to changes of the distance between eye and camera, rotation of the camera, or the changes of eye position in eye socket [6].

In this paper, an iris classification system is proposed using less complex algorithms on the treated rectangular iris image for feature extraction. The method is based on global variation and means average for each scanned row of the image to generate small features vector. In addition, the approach also uses dynamic dimension of features attribute for each image even for same people. Therefore, the approach differs compared to the previous works which are generally considered a uniform features vector dimension for matching process. The generated features are fed to traditional Support Vector Machines during training and testing stage. The approach utilizes the images from CASIA Version 1 and Version 4-Interval. For evaluation and comparison purposes, this study also
applies an informal method by locating rectangular black color with same size to eliminate the eyelid and eyelashes instead of formal noise removal scheme.

Generally, SVMs employ well-balanced training dataset for precise accuracy. Classifying two classes which trained using imbalance dataset will produce a result that bias to majority class and concurrently low accuracy on the minority class. This situation occurs when one of the classes has a small or limited amount of samples. A unique challenge is needed to overcome this problem [7,8,9,10,11]. Modification to the traditional SVMs, over-samples the minority or under-samples the majority still requires enough sample for each situation. Therefore, in this paper, without employing all the above-mentioned schemes, this paper also presents the ability of the suggested features for imbalance dataset as well as balance using traditional SVM classifier.

The organization of this paper is as follows. First, section II describes the previous works of iris recognition, iris classification and Support Vector Machine for template matching. Section III explains the suggested features extraction method considering mean variation and global average. Then experimental approaches and results will be discussed in section IV. Finally, section V presents the conclusion obtained from this work.

2. PREVIOUS WORKS

There are various methods to perform iris recognition system. The well-known one is as proposed by Daugman [12,13,14,15]. He implemented integro-differential operators for iris localization and projecting it to Cartesian form to create the iris templates using 2D complex Gabor filter. Hamming distance is used for matching two samples. Other successful works in this field are from Wildes et al [16], Boles et al [17], Zhu et al [18], Lim et al [19] and Ma et al [20]. Motivated from these works, the focus of the research is more on finding the alternative method of the iris recognition systems. Improving segmentation algorithms, new features extraction and encoded method are the element that mainly introduced by many researchers [21,22,23,24,25,26,27,28]. Alternative matching schemes to the Hamming distance such as Neural Network and SVM have also been introduced by several researchers [29,30,31].

Support Vector Machine has comprehensively been used in iris recognition to perform the template matching [32,33,34,36]. In SVM, two class or multi-class problems are the common practice for template matching. However, it requires enough samples with at least identical amount of samples for each class so that there is no bias outcome occurs during testing. This method also requires appropriate size and dimension of the features in order to produce a reliable enrollment model and better accuracy. Rather than that, obtaining the efficient and implementable features attribute is the key element to obtain better performance using SVM classifier.

Son et al [34] employed multi-resolution wavelet transform to extract the iris features and then reduce the features dimension by using Direct Linear Discriminant Analysis (DLDA). They used nearest feature classifier and SVM for evaluating the recognition performance. Park et al [35] utilized two HDs calculated from long and short Gabor filters and then fed to SVM to authenticate the claimed sample. Roy and Bhattacharyya also implemented Gabor wavelet value as the features attribute for SVM classifier [32]. In recent work, combination between SVM and Hamming distance approach has also been introduced for better accuracy [36]. For this case, Haar wavelet and 1D Log Gabor wavelet are fed to SVM for first classifier and Hamming distance as a second classifier if SVM fails to present correct classification.

Equally balance sample for each class is the common practice for traditional SVM classifier. If the system involves with the imbalance or poor balance dataset, the conventional SVM may need to be restructured in order to minimize the tendency of severe performance for the evaluated class. In iris recognition, Roy and Bhattacharyya have suggested an adaptive asymmetrical SVM scheme to control the misclassification errors and to reduce the matching time [30,32] for poorly balance dataset. Non-symmetrical SVM has also been suggested for separating the cases of false accept and false reject [37].

3. THE PROPOSED SYSTEM

The proposed system is composed according to the following common stages: iris localization, circular to rectangular iris region conversion, feature extraction together with image enhancement, and matching stage using SVM classifier.

In this paper, localization process is performed by employing Canny edge detection and circular Hough Transform for detecting the inner and outer boundaries of the iris region. The detected region is
then transformed to the rectangular (un-normalized) form using conventional polar to Cartesian conversion. Simple enhancement methods are applied in order to improve the texture appearance. Moreover, this stage is also used to compensate and minimize the noises information on iris image. The feature will be extracted by means of average and pixels variation calculation on each row plane of the image. Each row will contribute one vector of the signature. Therefore, each iris image will have a dynamic vector where its dimension depends on the detected radius during localization. A set of signature from several iris images will be combined to create a template for model generation employing SVM classifier. For testing, one iris image will be processed using the same method from localization until feature extraction and then, the generated signature will be matched with the model for predicting and classifying the input image.

4. FEATURES EXTRACTION

Image enhancement is the key element for the successful of the proposed system. Two main sequential processes are suggested for enhancing the rectangular image. First, each pixel in the original image (Figure 2a) will be averaged for new pixel intensity using unweighted mean of a number data point. The average value is then subtracted with the corresponding pixel and multiply it with a constant for new temporary value, \( p_{temp} \).

\[
\text{temp}_i = (\text{ave}_i - x_i) \times k
\]  

This temporary value will be re-calculated to a new individual pixel value, \( p_{new} \), using the constraint as stated in Equation 2 and 3. In Equation 2, \( k \) is a constant value that controls the darkness of the new generated image (Fig. 2b).

\[
\text{if } p_{temp} < 0 \text{ then } p_{new} = (x_i - \text{ave}_i) \times k
\]

\[
\text{if } p_{temp} > 0 \text{ then } p_{new} = \text{ave}_i
\]

In order to obtain homogenous pixel intensity (Figure 2b), the value of \( p_{new} \) will be recalculated if \( p_{temp} \) is less than zero. It can be done by reversing the order of subtracting between value \( x \) and \( \text{ave} \) as shown in Equation 2. The value of \( k \) remains as in Equation 1. However, in Equation 3, if the value from the operation using Equation 1 is greater than zero, the new generated pixel value is directly assigned from the calculated average value. Therefore, we believe that this process can eliminate the illumination noise (if any) and also amplify the blurred information of the original image.

However, the beforehand process produces poor contrast of the iris texture even observes it through naked eye (Figure 2b). Therefore, histogram equalization method has been applied for intensifying the anterior surface of the iris pattern. As common in histogram equalization, the probability function, \( p[x] \), and cumulative distribution function, \( C_x \) are two main parameters which are normally calculated during practicing the method in image processing field. The probability function for gray level image can be derived using Equation 4 where \( n_i \) is the number of pixel with the intensity \( x \) and \( n \) is the total amount of pixel.

\[
p[x] = \frac{n_i}{n}, \text{ for } 0 \leq x < 256.
\]  

Having the probability function, the second parameter called the cumulative distribution function using Equation 5 is calculated.

\[
cdf_x[k] = \sum_{j=0}^{k} p_x[j]
\]

Both \( p[x] \) and \( cdf_x \) will be used for the transform function as in Equation 6 for generating new value for each pixel.

\[
T_{he} = (cdf_x[k] - q * p[x] \times \text{max})
\]  

where \( \text{max} \) is the maximum pixel intensity detected in the input image and \( q \) is a constant value which control the brightness of the image (Figure 2c).

![Figure 2: (a) Original Image, (b) After first stage of processing (c) Final output after histogram equalization.](image-url)
The final processed image (as depicted in Figure 2c) is used to generate one-dimensional real value iris signature. Generally, the procedure to generate a vector value can be explained as follows:

i) Considering a row vector, \( j \), add all the pixels value of the column vector of this row,\
\[ t = \sum_{i=0}^{I} T_{he} [t] \]  
where \( I \) is the total number of pixel for the column vector

ii) Divide the value of \( t \) with \( I \) to get the average value, \( t_a \)

iii) The next step is to find the intensity variation between the original histogram equalized and the average value for the column vector using the following equation.
\[ t[1] = T_{he}[t] - t_a \]  

iv) Again, add all the values to get the total variation
\[ P_{ra} = \sum_{m=1}^{I} t[1] \]

v) Finally, the value of total variation \( O_j \) will be averaged and assigned as the first vector of the iris signature
\[ O_j = P_{ra}/I \]

This procedure is for one cycle process that will produce one real value signature vector for each row plane of the image. This process has to be repeated for other rows on the image in order to have a set of signature vector. As mentioned earlier, the dimension of the generated signature depends on the detected radius, \( r \) (Figure 3).

With this scheme, the final features vector for one iris can be written as
\[ O_{r} = \{ O_{1}, O_{2}, O_{3}, \ldots, O_{I} \} \]  

(5)

5. ASSESSMENT APPROACH AND RESULTS

The work reported here is evaluated using CASIA database Version 1 (108 subjects), CASIA Version 4-Interval (249 subjects). For Version 4, only 7 images from 125 (left) and 122 (right) subjects are chosen. Three images from each subject are used for training and the remaining four samples are for testing. Evaluation has been done using Support Vector Machine Classifier for both training and testing by choosing the C_SVC type with four types of kernels (polynomial, linear, RBF and Sigmoid).

The assessment has been done based on two classes (positive and negative) learning problem with two types of study employing balance and imbalance class data set. Due to a limited number of samples in each subject, the balance training data is formed with three positive and negative samples respectively. In imbalance case, the data is arranged with a maximum of three for positive and more than three for the negative class.

In order to verify the performance of the proposed method is not influenced by the presence of noises information, an informal method by drawing a constant area with rectangular black area at two locations have been applied to eliminate the presence of the noises (Figure 4). For the case as in Figure 5, the image is still considered even it will be partially covered by the rectangular area.

The balance class problem is formed using equal number of samples (three for both classes) where each training data utilizes same positive samples. However, for negative class, the samples are taken from the subject (one only) that will be matched for making balance. Each training data will be trained to produce individual SVMs model. Therefore, for respective subject, the evaluation using this learning problem will employ several training data and models.

In general (average), the classification accuracy for four types of kernel on CASIA Version 1 and Version 4 (Left and Right) are shown in Table 1,
whereas Table 2 shows the performance for the images which are applied with informal removal method. False acceptance that the probability to identify the imposter as enrolled image and false rejection that the probability to reject the enrolled image are considered to access the performance.

<table>
<thead>
<tr>
<th>Kernel</th>
<th>False Acceptance (%)</th>
<th>False Rejection (%)</th>
<th>Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear</td>
<td>11.4245</td>
<td>4.6728</td>
<td>96.14</td>
</tr>
<tr>
<td>Polynomial</td>
<td>12.7169</td>
<td>4.9065</td>
<td>96.49</td>
</tr>
<tr>
<td>RBF</td>
<td>94.6261</td>
<td>95.0534</td>
<td>5.14</td>
</tr>
<tr>
<td>Sigmoid</td>
<td>94.6261</td>
<td>95.0534</td>
<td>5.14</td>
</tr>
</tbody>
</table>

For imbalance dataset, the training template is set with positive as minority whereas negative to be majority class. For each respective subject (classed as positive), the training dataset is initially formed with three positive and six negative samples (to make it imbalance). Same parameter and kernel type as in balance case is used for model generation.

The imbalance class samples are increased by only adding the negative samples and keeps same amount of samples for the positive. The dataset will be re-modeled and re-tested whenever the negative sample is added. For Version 4, we also use same number of negative samples in final training dataset for evaluation consistency. For this case, discrete point of true and false positive rate for each subject are considered for evaluating the performance and the assessment has managed to have high true positive and low false positive rate (Figure 6).

Table 3 shows the comparison of performance rate from previous promising solution for iris classification with difference features extraction. From the results in Table 3, we found that our suggested method has shown a significant performance.

6. CONCLUSIONS

In this paper, a method employing one dimensional iris signature and Support Vector Machine classifier is suggested for iris classification. The iris features vector is calculated by means of average and variation on the pixel values of row side on the image.
### Transform

<table>
<thead>
<tr>
<th>Author(s)</th>
<th>Method</th>
<th>Classifier</th>
<th>CASIA Version</th>
<th>Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Donald et al [22]</td>
<td>Patch Coding based FFT Nearest Neighbour Classifier</td>
<td></td>
<td></td>
<td>99.29</td>
</tr>
<tr>
<td>Jong et al [23]</td>
<td>Cumulative Sun Based Distance Global Support Vector Machine Ver 1 and Ver 4</td>
<td></td>
<td></td>
<td>98.21</td>
</tr>
<tr>
<td>Proposed</td>
<td></td>
<td>CASIA</td>
<td></td>
<td>96.49</td>
</tr>
</tbody>
</table>
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