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ABSTRACT 
 

In this paper, a stomach cancer detection system based on Artificial Neural Network (ANN), and the 
Discrete Cosine Transform (DCT), is developed. The proposed system extracts classification features from 
stomach microarrays using the DCT. The features extracted from the DCT coefficients are then applied to 
an ANN for classification (tumor or non—tumor). The microarray images used in this study were obtained 
from the Stanford Medical Database (SMD).  Simulation results showed that the proposed system produces 
a very high success rate. 
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1. INTRODUCTION  

Conventional methods of monitoring and 
diagnosing   cancer rely on a human observer to 
detect certain features. Cancer diagnosis is usually 
achieved using an imaging system, such as x—ray, 
Magnetic Resonance Imaging (MRI), Computed 
Tomography (CT), and ultrasonography. Other 
conventional methods used in cancer assessment 
include the classic morphological and clinical 
methods.   

Microarray technology is a new tool that can 
automate the diagnostic task and improve the 
accuracy of the traditional diagnostic techniques. 
With microarrays, it is possible to examine the 
expression of thousands of genes at once.  Testing 
for elevated expression of certain genes can assist 
in predicting cancer.   

 The difficulty in microarray analysis, however, 
is the ultra—high dimensionality of gene 
expression data (microarray image).   The high 
dimensionality of microarrays makes processing 
them a very difficult task with a high time and 
space complexity.  Therefore, to make processing 
microarrays feasible, it is important to reduce the 
dimensionality of the microarray before further 
processing. 

 In this paper, we employ the two—dimensional 
(2—D) Discrete Cosine transform (DCT) to 
compress the microarray image/matrix and obtain 
distinctive features from the image.   Classification 

of the microarray image is then achieved by 
applying an Artificial Neural Network (ANN) to 
the coefficients (features) extracted from the DCT 
(frequency) matrix. 

 
2. MICROARRAY TECHNOLOGY AND 

ANALYSIS 

DNA Microarrays are glass microscope slides onto 
which genes are attached at fixed and ordered 
locations.  Each gene sequence is identified by a 
location of a spot in the array. Using a Microarray 
printer (Fig.1), the DNA is spotted directly onto the 
slide. With microarrays, it is possible to examine a 
gene expression within a single sample or to 
compare gene expressions within two tissue 
samples, such as in tumor and non—tumor tissues. 

 
Fig. 1: Microarray Printer [1] 
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A. Microarray Technology Review 

In order to prepare a microarray for cancer 
diagnosis, a biopsy is taken from a suspect tumor or 
tissue.  The messenger RNA (mRNA) is then 
extracted from the cells.  Tiny droplets containing 
gene fragments are placed by robotics on specific 
locations on a glass slide.    

 The complimentary DNA (cDNA) is then labeled 
with fluorescent dyes, and added to the gene 
fragments on the slide.  The labeled DNA of an 
active gene will bind to the gene fragment, and 
produce a brighter color. The intensity of the spots 
is then measured by a scanning microscope and the 
results are recorded on a graph. 

The resulting microarray image is an orderly 
arrangement of known or unknown DNA samples 
attached to a solid support. Each DNA spot (probe) 
on the microarray is often less than 20µm in 
diameter.  An entire array typically contains 
thousands of spots, producing a microarray image 
in tiff format [2]. 

Two—channel microarrays or two—color 
microarrays are typically hybridized with cDNA 
prepared from two samples to be compared (e.g. 
healthy and diseased tissues).  The samples are 
labeled with two different fluorophores [3]. 
Fluorescent dyes commonly used for cDNA 
labeling include Cy3 and Cy5. Relative intensities 
of each fluorophore may then be used in ratio—
based analysis to identify up—regulated and 
down—regulated genes [4]. One—channel 
detection can also be used. In this paper, both 
channels and their relative intensities are used. 

B.  Microarray Clustering 

Clustering microarray features helps investigate 
their biological significance. Thus, a major use of 
microarray data is to classify genes with similar 
expression profiles into groups. A  wide  variety  of  
clustering  algorithms  have been employed  in the 
literature  for   these   purposes, which include the  
EM  algorithm [5], the LBG algorithm [6],  the 
Self—organizing maps [7] and the K—means 
algorithm [8].  

C.          SMD Database 

One of the common difficulties in doing research in 
microarray analysis is that microarray images are 
not easily obtained due to costly equipments and 
the need of professional labs. Researchers, 
therefore, usually resort to microarray databases.  
One of the most famous microarray databases is the 
SMD database [9].  The SMD database is available 

freely online, and is the most commonly used 
database by researchers in this field. 

The SMD stores raw and normalized data from 
microarray experiments, and provides web access 
for researchers to retrieve, analyze and visualize 
microarray data. The SMD also serves as a storage 
site for microarray data from ongoing research at 
Stanford University, and facilitate the public access 
and use of that data [10]. 

The SMD database contains microarray images 
of many types of cancers.  For each experiment, the 
SMD records the name of the researcher, a category 
and subcategory that describe the biological nature 
of the experiment, and the organism that served as 
the source of the DNA. A query can be based on 
any combination of these criteria. 

3. THE STATE OF THE ART OF 
MICROARRAY PROCESSING 

 

ANNs have been at the heart of the major portion 
of microarray—based cancer diagnostic systems. 
Mostly, multi—layered feed—forward neural 
networks (FFNN) have been used.  

Literature review includes the following 
contributions. Yang worked on multi—class cancer 
diagnosis algorithm using a global similarity 
pattern where for each cancer subtype, genes were 
ranked to determine a characteristic pattern [11]. 
Hang et al. worked on the classification problem by 
expressing each testing sample as a linear 
combination of all the training samples, a method 
they called "sparse representations of test samples" 
[12].  They showed that the performance of their 
method is comparable with that of Support Vector 
Machine (SVM).  

Rattikorn et al. used Multi—Dimensional Ranker 
(MDR) to analyze microarray data of 11 different 
types and subtypes of cancer [13].  Huynh et al. 
used the compact single hidden layer feed—
forward neural networks (C—SLFNs) trained by an 
improved extreme learning machine (ELM) 
algorithm to classify microarray data for cancer 
diagnosis [14].  They showed that the simple 
structure of the (C—SLFNs) is faster than other 
algorithms such as the SVM and Fisher 
Discriminate Analysis (FDA). 

Rao et al. worked on ANNs and statistical 
techniques to identify prostate cancers and classify 
them using metrics call values [15]. Ziaei et al. 
presented a system for lymphoma cancer 
classification where genes were ranked based on 
their signal to noise (S/N) ratios.  They used PCA 
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for more dimensionality reduction.  Selected genes 
were applied to Perceptron neural network for 
classification [16].  The study was based on 40 
patients and 4026 genes. 

Wang et al. worked on the classification of 
genomic data using two—layer multilayer 
perceptions (MLP) [17].  Markus et al. provided a 
survey of the application of machine learning 
algorithms to classification and diagnosis of cancer 
based on expressions profiles [18]. 

Dudoit et al. compared the performance of 
different discrimination methods for the 
classification of tumors based on gene expression 
data [19]. The methods included the nearest—
neighbor classier, linear discriminant analysis, and 
classification trees.  

  Khayat et al. proposed a Genetic Algorithm 
(GA) approach combined with Multilayer 
Perceptron using Back Propagation (BP) algorithm 
[20]. The approach was associated with a fuzzy 
logic —based pre—filtering technique.  Lee et al. 
tackled the problem using wavelets for feature 
extraction and ANNs for classification [21]. 

Soares et al. worked on General Regression 
Neural Networks (GRNN), in conjunction with a 
particle Swarm Optimizer to perform microarray 
classification [22].  Liang presented a method 
named (X-AI) for accurate cancer classification and 
the acquisition of knowledge from DNA microarray 
data [23].  Statnikov et al. used 22 diagnostic and 
prognostic datasets and showed that SVM 
outperforms random forests in microarray 
classification [24]. Al Timemy used Self 
Organizing Map (SOM) for Kidney cancer 
classification [25]. 

 

4. MATERIALS AND METHODS 
 
The dataset used in the training and testing 

phases was obtained from the SMD database.  It 
consisted of a total of 60 microarrays (30 tumors 
and 30 non—tumors).  Each microarray consisted 
of a channel 1 image and a channel 2 image.  Each 
image was represented by a matrix of 5524 x 1956 
pixels, with 256 grey levels per pixel. 

The system was trained with 50 microarrays (25 
tumors and 25 non—tumors). The system was then 
tested with 30 microarrays; 15 microarrays from the 
training data and 15 microarrays that were not 
present in the training. 

A bloc k diagram of the proposed system is shown 
in Fig.2 

 
Fig. 2: Block diagram of the proposed system. 

As shown in Fig.2, the microarray input image is 
first preprocessed.  Specifically, the microarray 
channel 1 and channel 2 images are normalized, 
according to [19] to produce a matrix X, given by 
the following equation: 

1_
2_log2 channel

channelX =
 

The 2—D DCT is then applied to the matrix X to 
produce the matrix C which contains the DCT 
coefficients.  Next, the lower frequency coefficients 
located in the upper—left corner of the matrix C are 
extracted using a windowing method.   

The extracted coefficients/features are then applied 
to a FFNN for classification.  The flow chart of the 
system is shown in Fig. 3. 

 
Fig. 3: Proposed System Flow Chart 



Journal of Theoretical and Applied Information Technology 

© 2005 - 2009 JATIT. All rights reserved.                                                                      
 

www.jatit.org 

 
211 

 

A. Dimensionality   Reduction and the DCT  

Some of the methods that have been used in 
microarray data projection and dimensionality 
reduction include: the Principal Component 
Analysis (PCA) [26], the Singular Value 
Decomposition (SVD) [27] and the Independent 
Component Analysis (ICA) [28]. 

 

The strong capability of the DCT to 
compress energy makes the DCT a good candidate 
for pattern recognition applications.  Coupled with 
classification techniques such as Vector 
Quantization (VQ) and ANN, the DCT can 
constitute an integral part of a successful pattern 
recognition system [29, 30].  

The DCT has been used in many practical 
applications, especially in signal compression. For 
example, the compression achieved in the famous 
JPEG image format is based on the DCT.     

       
  The discrete cosine transform of an N×N 

image, f(x,y) is defined by 
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The DCT decomposes a signal into its 
elementary frequency components.   When applied 
to an M X N image, the 2—D DCT compresses all 
the information of the image and concentrates it in 
a few coefficients located in the upper—left corner 
of the resulting real—valued M X N DCT matrix.  

 
The energy compactness property of the DDCT 

is illustrated in Fig. 4 which shows a microarray 
image, Fig 4(a), and its DCT transform, Fig. 4(b). 
Note that the transform image has zeros or low—
level intensities except at the top left corner where 

the intensities are very high.  These low—
frequency, high—intensity coefficients, are 
therefore, the most important coefficients in the 
frequency matrix and carry most of the information 
about the original image. 

 
  

(a) 

(b) 
Fig. 4: (a) Microarray image and, and (b) Its DCT 

transform. 

Two methods were followed in this paper to 
extract features from these low—frequency DCT 
coefficients.  The first method is a square—
windowing method that extracts the k x k = k2 
lowest—frequency coefficients in the upper—left 
corner of the DCT matrix, as shown in Fig.5(b).  
This windowing method makes use of the fact that 
the DCT pushes most of the energy/information of 
the signal in the dc component and the lower 
frequency components.  The dc coefficient contains 
the highest value or most of the energy.  The second 
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harmonic often has the second highest value, and so on. 
 

To illustrate the scanning scheme of the 
square window, let cmn designate the 
coefficient in the DCT matrix located in 
the mth row and nth column.  Then a 1x1 
window, generates the 1—element vector 
W1×1 = [c11].  Similarly, a 2x2 window 
generates the vector W2×2 = [c11  c12  c21  
c22 ] and a 3x3 window produces the 
vector  W3×3 = [c11  c12  c13    c21  c22  c23 c31  
c32  c33 ].   

 
The second method is a ziq—zaq method [31], as 

depicted in Fig. 5(a). Here the coefficients are more 
selectively scanned, depending on their magnitudes. 

 
(a) 

 
(b) 

Fig.5: DCT coefficient extraction techniques: (a) 
zig—zag method, and (b) Square—window 

method. 

B.        ARTIFICIAL NEURAL NETWORKS 

ANNs were introduced by McCulloch and Pitts 
in 1943 [32]. ANNs are trainable algorithms that 
can learn to solve complex problems from training 
data that consists of a set of pairs of inputs and 
desired outputs (targets).  They can be trained to 
perform tasks such as prediction (regression), and 
classification. ANNs have been applied 
successfully in many fields including pattern 

recognition, image processing, and adaptive 
control.  

An ANN consists of interconnected processing 
elements called neurons that work together to 
produce an output. Neural networks learning 
techniques are divided into two categories: 
supervised learning and unsupervised learning [33].   
Supervised   learning   requires   a   set   of input 
examples and their corresponding desired outputs. 
During the training phase, the network is presented 
with sets of pairs (input and desired output).  The 
network is iteratively updated to reach a desired 
Mean—Squared—Error (MSE) and optimally 
provide generalization for test inputs.  

One   of   the   most   popular   ANNs is the 
FFNN.  One of the most popular learning     
algorithms for the FFNN is the Backpropagation 
algorithm.   

All the ANNs examined in this study had the 
following specifications in all the simulations: 
• FFNN structure. 

• Backpropagation as the learning algorithm.  

• Logsigmoid functions as the transfer 

functions for the output layer. 

• The output layer always contained a constant 
number of 2 neurons, which corresponds to 
the number of classes (tumor and non—
tumor). 

 

5.   RESULTS  
 

Here we explore the optimum number of DCT 
coefficients, and optimum ANN structure (number 
of layers and number of neurons in each layer). 

First, we investigate the optimum number of 
DCT coefficients to be used as features.  This is 
achieved by using a simple 2—layer structure 
and varying the number of coefficients used.  
Specifically, the input layer had 5 neurons and 
the output layer had 2 neurons.  Fig. 6 shows the 
success rate as a function of the number of DCT 
coefficients used.  
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Fig. 6: Percentage Success Rate vs. number of 
coefficients for a 2—layer ANN. 

  
 It is clear from Fig. 6 that as the number of 
DCT coefficients/features used increases, the 
success rate increases or levels off. The maximum 
success rate of 99.7 % occurs, however, when the 
number of coefficients used is 100, which 
corresponds to the maximum number of 
coefficients used, and is obtained using a square 
window of 10 X 10 coefficients.  This finding is 
consistent with that found by Sarhan for the 
optimum number of DCT coefficients used for iris 
recognition [34].  Sarhan showed that the maximum 
number of DCT coefficients produces the lowest 
error rates. 
  

The performance of the proposed algorithm was 
evaluated by computing the percentages of 
Sensitivity   (SE),   Specificity   (SP)   and 
Accuracy (AC).  As given in [25], the respective 
definitions are as follows:  
 

• Sensitivity:  is  the  fraction  of  real  
events that  are  correctly  detected  among  
all  real events.  

 
• Specificity: is the fraction of nonevents 

that has been correctly rejected. 
 
   Sensitivity,     specificity     and accuracy     of     
prediction     have    been calculated according to 
the following formulas: 

 
where, 
 
FP: Predicts non-tumor as tumor.  
TP: Predicts tumor as tumor.  
FN: Predicts tumor as non-tumor.  
TN: Predicts non-tumor as non-tumor.  
 
The calculated SE, SP and AC are given in Table 1.  
 

No. of cases SE SP AC 

60 99.2% 100 % 99.6 % 

Table-1: The performance metrics of the proposed 
method. 

 
From   table 1,   the   obtained   accuracy shows     
that     there were no misidentifications, indicating 
that the proposed system is robust and very reliable.   
  
6. DISCUSSION  
 The results show that the DCT is capable 
of mapping the high-dimensionality and complex 
microarray problem into a simple, manageable-size 
problem that has low-processing complexity and 
complete accuracy.   
 
Moreover, the study shows that the DCT coupled 
with an ANN classifier that has a simple 2-layer 
structure with a small number of neurons in the first 
and second layers, was able to produce about a 
100% success rate. 
 
7. CONCLUSION 
 

In this paper, a robust system for stomach cancer 
detection using microarrays is presented.  The 
system consists of a feature—extraction stage 
followed by an ANN classification stage.  The 
feature extraction stage uses the 2—D DCT to 
compress the input microarray.  Low—frequency 
components of the DCT array constitute most of the 
energy/information of the input microarray.  These 
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components were, thus, used as distinctive features 
and were extracted using a windowing technique. 
 
The paper also investigates through simulations, 
optimal parameters such as the optimal number of 
DCT coefficients/features and the optimal ANN 
structure for the recognition of stomach cancer.   
 
The proposed method produces a success rate of 
99.7%. The sensitivity, specificity, and accuracy of 
the system were found to be equal to 99.2%, 100%, 
and 99.66% respectively. 

  
Experimental tests on the SMD Database achieved 
99.7% of recognition accuracy using only100 DCT 
coefficients, with a simple 2-layer ANN structure 
and low computational cost. 
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