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ABSTRACT 

In biomedical applications of computational biology, feature selection is considered to be an important 
issue as succeeding biological validations may be influenced by the robustness of the selected features 
significantly. More over a  robust set of features may strengthen an expert’s  confidence in the result of a 
selection method. But the stability or robustness of the selection algorithms has received attention lately.  

Though SVM-RFE is proved to be one of the most successful feature selection methods, it selects features 
using the gene expression data only without using any other biological information of the genes. Hence 
there is no guarantee that the selected features will have biological relevance. To overcome this issue, a 
framework for reliable feature selection has been proposed in this paper which illustrates   that 
bootstrapping and leave-one-out cross-validation when used along with SVMRFE, increases its robustness  
significantly  . 
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1. INTRODUCTION    

In accordance with machine learning, 
biomarker selection is known as feature selection. 
The Feature   selection is used  for finding  a small 
set of features (markers) that best explains the 
difference between the diseased and the control 
samples[1][2]. The benefits of feature selection 
algorithms are aiding the construction of powerful 
classification models by eliminating irrelevant or 
noisy features [3], reducing the time complexity of 
the classification models and the ability to 
concentrate on a subset of relevant features, which 
intern can be used for finding new knowledge [4]. 
Further it can also bring down the cost of  future 
clinical tests. 

Based on how they interact with the 
estimation of the classification model, feature 
selection techniques  are grouped into three 
classes[5][6]. Filter methods work independently 
of the classifier design, and carry out feature 
selection by seeing the intrinsic properties of the 
data [7][8][9].On the other hand, wrapper and 
embedded methods perform feature selection by 
using a specific classification model. While 
wrapper methods perform a search approach in the 
space of probable feature subsets, guided by the 
predictive performance of a classification model 

[10][11][12], internal parameters of  the 
classification model is used by the embedded 
methods for feature selection[13][14][15].  In case 
of high-dimensional spaces embedded methods 
usually show a better computational complexity 
than wrapper methods. 

One of the  problems with  existing 
feature selection algorithms is the instability of the 
selected  feature subset in the successive runs (for 
same feature selection procedure or different 
procedure even for the same data) that can achieve 
the same or similar predictive accuracy 
[16][16][18][19]. In fact high reproducibility of 
feature selection and high classification accuracy 
should be given equal importance [20].It is widely 
believed that a study that cannot be repeated has 
little value [21]. Ultimately, the instability of 
feature selection results will reduce the confidence 
in discovered markers. 

The stability or robustness of the 
selection algorithms with respect to sampling 
variation have received attention very recently. In 
this paper therefore, a general framework has been 
proposed for reliable feature selection. Since the 
SVM RFE feature selection algorithm has 
outperformed most of its counterparts in the field 
of cancer classification it is used as the baseline. 
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1.1 Reasons for Instability  

There are three reasons for instability of 
the selected features. Firstly, Algorithm design 
without considering stability. Traditional feature 
selection methods focus on selecting a minimum 
subset of features to construct a classifier of the 
best predictive accuracy [16]. Secondly, Existence 
of multiple sets of true markers: The real data set 
may have many sets of potential true markers, and 
different ones may be selected under different 
settings [16][22]. Thirdly, Small number of 
samples in high dimensional data: In the analysis 
of gene expression data and proteomics data, there 
are typically only hundreds of samples but 
thousands of features. It has been experimentally 
verified that the relatively small number of 
samples in high dimensional data is one of the 
main 
sources of the instability problem in feature 
selection[22][23]. To understand the nature of the 
instability of selected feature subset, Kim has 
developed a new mathematical model and 
concluded that at least thousands of samples are 
needed to achieve stable feature selection [24].  

In this paper we are addressing the third 
cause of instability i.e., small number of samples 
in high dimensional data. We have used n-CV 
technique to generate more number of sample 
from the existing small number of samples. Each 
time few samples are randomly removed from the 
original data set which can be used for testing 
while the remaining samples are used to train 
SVM-RFE to generate the gene ranking list. The 
above process is repeated 100 times. Finally the 
genes that have occupied the top 10 positions in 
more than 85 gene ranking lists are claimed as the 
top ranking genes. We have also compared the 
result of our proposed method with the standard 
method called GEO2R. 

1.2 Organization of the Paper  

The remainder of this paper is organized 
as follows.  In  Section 2, we have discussed about  
the data set used in this study, the data 
preprocessing stage which convert the raw data to 
required format, the initial irrelevant genes 
elimination stage that reduce the complexity of 
further computation, the discussion about working  
SVM-RFE algorithm and finally we gave given 
our proposed frame work and the re-ranking 
strategy adopted to generate more stable feature  
set .  In section 3, we have discussed about the 
results generated by our proposed method. To 
show the biological relevance of the genes selected 

by our method from literature we have given proof 
and from the gene Ontology Consortium we have 
shown the biological process and the functions of 
the top 10 genes selected. Apart from that we have 
also compared the result of our method with a 
standard method GEO2R and shown that seven out 
of the  ten genes selected by method  are the same. 
Finally, section 4 concludes with a discussion of 
the contributions of our proposed work. 

 
2. MATERIALS AND METHODS 

2.1 Data Source 

The global expression profiling of 29 
samples (GSM241999 to GSM242027) with 
dataset ID as GSE9574 is obtained from GEO 
(http://www.ncbi.nlm.nih.gov/geo/).  The samples 
are taken from histologically normal micro 
dissected breast epithelium. Out of the 29 samples 
14 samples are from epithelium adjacent to a 
breast tumor and 15 samples were obtained from 
patients undergoing reduction mammoplasty 
without apparent breast cancer. The Affymetrix 
platform GPL96 [HG-U133A] Affymetric Human 
Genome U133A Array has been used to generate 
this dataset. The description of the samples is 
given in table 1. 

2.2 Data Preprocessing  

The microarray data is normalized using 
RMA (Robust Multi-chip Averages), a quintile-
based (Irizarry et al, 2003) method. RMA is an 
algorithm used to create an expression matrix from 
Affymetrix data. The raw intensity values are 
background corrected, log2 transformed and then 
quantile normalized. Next a linear model is fit to 
the normalized data to obtain an expression 
measure for each probe set on each array. We 
conducted the RMA analysis using Bioconductor, 
which is an open-source tool for bioinformatics 
using the R statistical programming language. 

2.3 Elimination of the irrelevant Genes 

The normalized microarray data contains 
the expression value of all the genes (in ten 
thousands). So the next step is to filter out the 
irrelevant genes which are not responsible for 
breast cancer. Here we have used T-test with a P 
value of 0.001 and 500 genes passed out the test. 
Still it is numerous for biomarker discovery. 
Hence in this paper a stable feature selection 
algorithm is proposed to select few numbers of 
important features. 
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2.4 SVM-RFE for Feature Selection 

RFE (Recursive Feature Elimination)  is 
an iterative procedure of SVM classifier. A cost 
function J computed on training samples is used as 
an objective function. Expanding J in Taylor series 
to the second order using the OBD algorithm [26], 
and neglecting the first order term at the optimum 
of J, yields 

DJ(i) =
2

1

2

2

i
w

J

∂

∂
 (Dwi)

2 

Here (wi)
2 was used as the ranking criterion and 

we used LIBSVM (Library for Support Vector 
Machines) [27] with a linear kernel.  

Though SVMRFE has outperformed 
many other feature selection algorithms in  cancer 
classification domain there is no surety that all the 
resultant features will be  biologically relevant, the 
reason being that RFE is purely a statistical 
method. More over the main problem of micro 
array data is Curse of Dimentionality (Small 
number samples and more number of genes),which 
brings out instability in feature selection. To 
address these two issues we have used 
bootstrapping method along with SVMRFE to 
improve the stability of the selected features. 

2.5 Stable Feature Selection Frame Work 

The problem with micro array data is lack 
of experimental samples that can be solved by 
using bootstrapping a resembling technique. So 
bootstrapping along with SVM RFE is used here to 
select stable features (genes). In order to make 
good use of limited data for predicting breast 
cancer biomarkers, the generation of training set is 
a key factor. For this intention, the dataset was 
split into n subsets of approximately equal size at 
random, then one subset was eliminated, and the 
left behind samples formed the training set. Every 
time a different subset was chosen so that all the 
samples had an equal chance to be elected as the 
training data. We call it n-CV (see Figure 1) , 
where n could be equal to 12, 6, 4, or 3, 
respectively. 

In the selected dataset, there are 29 
samples described in Table 1, and a 10-CV is used 
for each subset with three samples. Then the Leave 

One out Cross Validation (LOOCV) is used for 
training SVM (see Figure 2). After that we 
performed 100 times of 10-CV and each 10-CV 
ran 10 times of the SVM-RFE procedure. 

 

Figure 1.  Procedure of three-fold cross-validation 

Table1. Sample Description ( Noncancerous (1) and 

Cancerous (0)) 
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Figure 2.  LOOCV for twenty nine samples. 

2.6 The Re-ranking Strategy 

The input for this step is 100 ranked lists 
of the 500 genes. Re-ranking measure is framed to 
form a final ranking of all genes by taking into 
account the occurrence and  original ranking of 
every gene .The Steps to be followed are given as 
below. 

Step1.  Find the number of occurrences of each            
gene (Og) in the top 100 position. 

Step2.   Select the genes where Og>= 85 

Step3.  Calculate the ranking of the selected 
genes 

        Wg = 1 - (Rankg-1) * 0.002                     (1) 

Step4.   Calculate the overall weight of each gene 

 OWg = ∑
=

k

N

g

W

1

1 ≤ N ≤  K Where Og ≥ 85  (2) 

Step5.  Based on OWg select the Top 10 genes as 
the Biomarker genes. 

Here Rankg is the rank of the gene in Nth 
iteration K=100, OWg  is over all Weight  of a 
gene and Wg is Weight of the gene in the Nth 
iteration. 

   

 

Figure 3. Flowchart of Stable Feature Selection 

Figure 3 describes the overall flow of the stable 
feature selection algorithm. Since SVMRFE is a 
statistical method there is a possibility for a 
irrelevant gene to be selected as a top ranked gene 
. To overcome this issue we have considers only 
the genes which have occurred in the top 100 list 
for at least 85 times of the iterations.  

3. RESULTS AND DISCUSSION 

Figure 4 shows the occurrence of these 
genes in top-10 list when conducting 100 times of 
10-CV. It illustrates that the occurrence 
of these genes in the top list is very 
high and consistent. We checked 
the functional annotations using GO 
(http://www.geneontology.org/) and the literatures 
and obtained  related information shown in Table 3 
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Figure 4. The occurrence the top-10 genes in 100 times 

of 10-CV 

3.1 Literature proof of the Top 10 Genes  

For the top 10 genes selected, we referred 
the literature to prove that the selected genes play 
vital role in progression of breast cancer. Out of 
the ten genes selected by our method, we have 
found that seven genes have strong biological 
relevance in the initiation and progression of the 
disease. A multigene HRneg/ Tneg signature 
linked to immune/ inflammatory cytokine 
regulation was identified from pooled expression 
microarray data in [28] and they have identified a 
novel set of 14 prognostic gene candida and 
EXOC 7 is proved to be one of them. A study was 
made about FosB protein in [29] and they have 
found a strong nuclear FosB immunoreactivity in 
epithelial cells of normal lobules and ducts, and 
carcinomas frequently showed loss of FosB 
expression or weak immunostaining. 

To investigate the role of  Fos family 
members in regulating breast cancer cell growth, 
antisense experiments have been performed in [30] 
and  demonstrated  that cFos is a critical regulator 
of breast cancer cell growth. The expression of 
ATF3 by immunoblot in human breast tumors is 
being examined to study the potential relevance of 

ATF3 in human breast cancer and it is shown that 
ARF3 plays an oncogenic role in malignant breast 
carcinoma cells [31].To identify the role of KLF6 
inhibition in breast cancer development, a study 
has been carried out  [32]and it has been found that 
KLF6 mediates cell growth in ERalpha-positive 
breast cancer cells through interaction with the c-
Src protein. It has been proved [33]that the 
expression of TACSTD2 is turned OFF in most 
normal samples but ON in almost all of the breast 
cancer samples independent of the subtypes. IT is 
demonstrated in [34] that the significant loss of 
CLDN1 protein in breast cancer cells may play a 
role in invasion and metastasis. The loss of 
CLDN4 expression in areas of apocrine metaplasia 
and in the majority of grade 1 invasive carcinomas 
also suggests a particular role for this protein in 
mammary glandular cell differentiation and 
carcinogenesis. 

3.2 Comparison of the Result with GEO2R 

Results  

GEO2R is an interactive web tool that 
allows users to compare two or more groups of 
samples in a GEO Series in order to identify genes 
that are differentially expressed across 
experimental conditions. In Table 2 we have 
compared the top 10 genes selected by our 
proposed method and the result given by the 
standard tool GEO2R.It is observed that seven of 
the genes FOSB, FOS, ATF3, ,NR4A3,TACSTD2, 
IER2,NOL12 selected by our method are  same as 
that of  by GEO2R.From the literature it is shown 
these genes play major role in the progression of 
Breast Cancer. In the literature proof the 
functionality of these genes are clearly discussed. 
It is noticed that the gene occupying the top most 
position is not the same and the positions of these 
genes in the two results are also not the same. 
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Table 2. Comparison of the result of our method with Output of GEO2R 

 

Table 3. Gene Ontology related details of the Top 10 Genes 
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4. CONCLUSION 

A common problem with existing feature 
selection methods is that the selected genes by the 
same method often vary with some variations of 
the samples in the same training set. The 
instability of the gene signatures bring out 
uncertainties about the reliability of the selected 
genes as biomarker candidates and thwart 
biologists from deciding candidates for further 
validations.  Though there are many reasons for 
the insatiability of the selection process, we have 
addressed the main problem faced by Micro Array 
Data, small number of samples and large number 
of genes. To address this issue in this paper a 
robust feature selection frame work has been 
proposed. For the breast cancer dataset from 
literature and gene Ontology it is proved that 7 out 
of the top 10 genes selected by the proposed 
method have very good biological relevance for 
the progression of Breast Cancer. 

4.1Limitations and Future work 

To improve the stability of the selected 
features, in the proposed work we have iterated the 
feature selection process 100 times which took 
considerable computation time. More over the 
proposed method could able to find only seven out 
of the top 10 genes with good biological relevance. 

In future we are planning to formulate 
still stronger re-ranking strategy to reduce the 
computation time and to improve the accuracy and 
stability of the selected features. 
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