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ABSTRACT 

 
Microarray analysis is used in human cancer diagnosis and tumor classification. However, microarray data 
often have high dimensionality and small sample size. Gene selection is a significant preprocessing of the 
discriminant analysis of microarray data to select the most informative genes from thousands of genes. In 
this paper, a gene selection method proposed for cancer classification in two stages. First, the initial 
reduction of data by Fuzzy C-Means clustering (FCM) and filter method (T-test) is performed for 
dimensionality reduction. The next stage is to perform gene selection based on an entropy measure of 
eigenvalues from Principal Component Analysis on a leave-one-out basis, which is called PCA-entropy. 
Colon cancer, leukemia and lung datasets have been classified based on proposed gene selection algorithm 
by SVM and KNN classifiers. In most cases, the results show a good performance compared to the other 
recent studies. 
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1. INTRODUCTION  

 
Microarray technology is a tool for analyzing gene 

expressions data of the genome under different 
conditions or in different phenotypes [1]. A gene 
expression dataset is sparse so that a dataset has a 
small number of tissue samples with thousands of 
genes. This extreme sparseness lead to significantly 
worse performance of cancer classification [2]. In 
addition, the expression data of some genes may 
contain noises that deteriorate the prediction 
accuracy [3]. Recent studies have shown that a small 
set of genes can result high prediction accuracy in 
cancer classification [4, 5]. 

As a result, the extraction of informative genes 
between irrelevant or redundant genes is critical for 
accurate classification. Gene selection is a popular 
tool to reduce the size of data that reduces the 
computational complexity and improves the 
classification accuracy and interpretation of the 
learning results [6]. Lu and Han (2003) divided gene 
selection methods into two categories: individual 
gene ranking and gene subset ranking [7]. 

Individual-gene-ranking method contains a 
criterion function that measures the discriminative 
power of individual genes. Examples of this method 
are maximum likelihood ratio [8], BW ratio [9] and 
Information Gain (IG) [10]. This ranking is simple 

but does not consider the correlation between genes 
[11]. 

Gene subset assessment searches for a subset of 
genes that achieves the best criterion. If the criterion 
function is based on the classification, it called 
wrapper approach. While, those methods that their 
functions are independent of the classification named 
filter methods in feature selection studies [3, 11, 12]. 
Typically, in wrapper approach, gene subset selection 
is done in interaction with classifiers such as K-
Nearest Neighbors (KNN) [13] and Support Vector 
Machine (SVM) [4]. The goal is to find a gene subset 
of genes that contribute to achieve the best prediction 
performance for a specific learning model. To 
achieve this goal, there is a search algorithm around 
the classification model for evaluating the prediction 
quality of the candidate gene subsets [14]. Examples 
of a wrapper method are SVM-RFE [2, 15, 16] and 
genetic algorithm (GA) [5, 14]. 

The wrapper method is not as efficient as the filter 
method because it has very computational expensive 
and it runs algorithm on the dataset with high 
dimensions. When the data set is small, overuse of 
accuracy as the goodness measure may occurs over- 
fitting [11, 17].  

Filter methods are based on criterion that depends 
only on the data for evaluating the significance or 
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relevance of each gene to discriminate classes. Genes 
are ranked base on the relevance score and genes that 
the top-ranking ones selected as the most relevant 
genes. These methods do not have much exploration 
on gene subset evaluation [11, 14]. Common 
methods of gene filtering include T-test [13, 16, 18], 
PCC [19], ranking of genes according to variance 
[20], selection according to the highest rank of the 
first principal component [21], and other statistical 
criteria. All these methods estimate the importance of 
each gene independently of all others while our 
propose method ranks genes based on criteria that 
take into account the other genes. This criterion is 
information entropy that is calculated of the 
eigenvalues from Principal Component Analysis 
(PCA). Because the computational complexity of 
PCA is high. Therefore, we apply Fuzzy C-Means 
clustering (FCM) and filter gene selection to reduce 
the dimensions. 

In this work, we use 10-fold external cross 
validation to analyze the validity of the selected 
genes. Besides, there is an important challenge in all 
previous gene selection, which the final subset of 
genes have been generated in a cross validation 
method. It is clear, that the subset of genes is usually 
altered in cross validation procedure and there is no 
systematic way to select the best set of genes. 
Therefore, we apply a simple method for selecting 
informative genes from the union of genes that are 
participated in all cross validation iterations and 
genes selected have been tested on the independent 
samples to achieve classification accuracy. Which, 
Results show that the   acceptable accuracy in 
samples classification have been achieved despite 
selecting a small set of genes. 

The rest of the paper is organized as follows: the 
mathematical framework explained in section 2, 
Gene selection methods are described in Section 3, 
proposed algorithm for gene selection is presented in 
section 4, experimental results and conclusion are 
stated in section 5 and 6 respectively. 

2. MATHEMATICAL FRAMEWORK 

2.1 Principal Component Analysis 

Principal Component Analysis (PCA) is a popular 
tool for dimensioning reduction and feature 
extraction with applications in engineering and 
recently it has been used in gene expressing data 
analysis [22]. 

PCA is a linear projection method that determines 
a new dimensional space, which captures the 
maximum information present in the original matrix 

by minimizing the mean square error of 
approximation. It identifies the full set of 
eigenvectors from given matrix. The eigenvectors 
can be sorted by their eigenvalues, which assigns 
weights to the vectors [23, 24]. 

Let us consider a matrix of gene expression profile
nm

G
×  where element jig  (j= 1,…, m and i = 1,…, 

n) is the expression amount of gene j in ith samples 
and the elements of vector
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To calculate the PCA from original matrix, first the 
covariance matrix of G is computed according to 
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Where Σ� 	 is the covariance matrix and �̂ is 
the mean of gene j. The equation for PCA of G is the 
following: 

TφφΛ=Σ̂                                      (2) 

In which the columns of matrix φ  are the 

eigenvectors of the matrix G so that I
T

=φφ andΛ

is a matrix which has the corresponding 

eigenvalues jλ on the diagonal and zeros elsewhere 

( jλ is the corresponding jth eigenvalue of the matrix 

G), More details can be found in [24]. That 
eigenvalues in gene expression data called 
eigengene, Therefore information contained in the 
eigengenes in order to gene selection.  

2.2 Entropy 

Entropy is an amount of information that may be 
gained by an observation of a system and it 
measures variation or changes in a series of events. 
Alter et al., (2000) have defined SVD-based 
entropy of the dataset [25]. While, in this paper we 
calculate the entropy of the eigengenes of 
microarray dataset. Let us define the normalized 

relative values jp of eigengenes ( jλ ), as follows: 

∑
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Journal of Theoretical and Applied Information Technology 
 10

th
 October 2014. Vol. 68 No.1 

© 2005 - 2014 JATIT & LLS. All rights reserved.  

 

ISSN: 1992-8645                                                       www.jatit.org                                                          E-ISSN: 1817-3195      

 
92 

 

That L is the rank of the matrix. We use 
Shannon’s entropy to calculate the entropy of the 
eigengene in following equation: 

∑
=

−=

L

j

jj ppH

1

)log(          (4) 

Where jp is normalized relative values, 

and H is Shannon’s entropy bounded between (0, 
1). H=0 means that a dataset has only one 
eigenvector, and H=1 means that a dataset has a 
uniform distribution on the eigengenes. Therefore, 
when a dataset is identified by only a few large 
eigengenes while others are significantly smaller, 
expected to be very low entropy and reflects large 
redundancy in the data.  On the other hand, non-
redundant datasets lead to uniformity on the 
eigengenes distribution and they have high entropy 
[26]. 
      In this study, to investigate the effect of each 
gene on the eigengenes distribution we can 
calculate entropy by a leave-one-out principle [27]. 
So that entropy is computed on the set of all 
eigengenes for the corresponding set of the matrix 

without gene j (���. Then the jth gene is replaced 

and (j+1)
th gene is removed. Thus, the entropy is 

calculated by removing each gene.  

3. GENE SELECTION METHODS 

T-test, PCC (Pearson Correlation Coefficient) and 
SVM-RFE (Support Vector Machine Recursive 
Feature Elimination) methods are used to select 
informative genes. T-test and PCC are known as 
filter methods While, SVM-RFE is considered as a 
wrapper gene selection method. 

3.1 T-test 

T-test is a well-known statistical test applied to 
data containing two or more groups. The test 
assesses whether the means of two groups are 
statistically different from each other. Given the 
replicas of particular treatment and control samples, 

it is possible to compute the T-test for any gene �� 

for differential expression [18]. T-test ranks the 
genes according the following equation: 

2
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Let 
c

n be the number of training instances 

with class c for c = 0, 1, and let jcµ and
2

jcs be the 

mean and the variance of gene j calculated from the 
training instances with class c respectively. A gene 
with a larger absolute T value is more relevant to the 
class value [13]. 

3.2 Pearson correlation coefficient 

Pearson Correlation Coefficient (PCC) has been 
used to show linearity dependence of two vectors X 
and Y with N dimension. This method was proposed 
by van’t Veer to sort genes in breast cancer dataset 

[19]. If the gene expression values of gene jth )( jg in 

all samples are considered as elements of vector X, 

and the vector of class labels )( 1×n
c considered such 

as vector Y with n dimensions, this parameter defined 
as: 
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The correlation is about 1 in the case of an 
increasing linear relationship, -1 in the case of a 
decreasing linear relationship, and some value in 
between all other cases, indicating the degree of 
linear dependence between the variables. The closer 
the coefficient is to either -1 or 1, the stronger the 
correlation between the variables. The absolute 
value of PCC can be used for gene ranking. 

3.3 SVM-RFE 

Guyon et al. [4] presented a gene selection 
method by employing SVM classifier based on 
Recursive Feature Elimination (RFE). The SVM-
RFE method, starting with the gene set containing 
the full genes, then eliminates repeatedly the gene 
that is least significant to the classifier from the 
gene set [16].  

Decision functions that are simple weighted sums 
of the training samples plus a bias are called linear 
discriminate functions according to the following 
equation: 

bxWxD +×=)(          (7) 
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Where W is weighting vector and b is the 
bias value, the genes can be ranked by amount of 

2

jW or jW where jW is j
th element of vector W. 

in (7), 
T
jgx = (

T
jg  is the transpose of  j

th row of 

matrix G) and W can be measured based on the 
proposed method in support vector machine 
classification problem and it is equal to: 
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Where ��  and 	� can be calculated by the 

following optimization problem: 
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Subject to ∑
=

=

m

j

jjc

1

0α  and εα << j0  

that ε is a constant that shows the rate of penalize 

misclassification and Margin errors. More details 
about SVM-RFE can be found in [4]. 

4. PROPOSED METHOD 

Our proposed method is based on an entropy 
measure applied to eigengenes from principal 
component analysis (PCA). Because PCA have 
complex computations, so to reduce the computation 
time before the gene selection process, the initial 
reduction of the gene expression data is done.  

Procedure works in two stage. At the first stage, 
genes are grouped into different Homogeneous 
groups by the Fuzzy C-Means Clustering (FCM). 
Potential advantage with this fuzzy clustering is that 
genes regulating cancers in different ways can be 
extracted in balance. Please refer to [2] for more 
details about the FCM. Then, irrelevant genes to the 
class value in each cluster can be eliminated based 
on T-test method, the combination of FCM and T-
test named FCT-test. 

Second stage has been considered for selecting 
informative genes that reduce redundancy. To select 
these genes, entropy from the eigengenes has been 
computed and genes ranked based on their 
contribution to the entropy. To have a set of genes 
with uniform distribution, the lower ranked genes 
should be removed. This procedure has been 

repeated until a set of non-redundant genes have 
finally selected with high accuracy in classification. 

Figure 1 shows hybrid Algorithm of FCT-test and 
PCA-entropy that used to extract highly informative 
gene subsets by decreasing information loss. As 
mentioned in Figure 1 the process can be represented 
as follows: 

(1) Using 10-fold external cross validation in 
all steps of gene selection. All procedures 
have been repeated 10 times and the mean 
of misclassification error considered as the 
error rate. It means that the samples in 
original gene expression dataset (GO) were 
randomly divided into 10 subsets (9 of 
them as training and the left out one as the 
test subset). 
 

(2) Applying FCM to group genes into h 
clusters (C1,…, Ch) in the training tissue 
samples space. 
 

(3) T-test method will be employed to rank 
genes in each cluster C and genes with 

high rank are extracted, that ��� 
 	��� 	is 

set to be the threshold where ���  and ���  
are mean and standard deviation of T-test, 

also 	 is the constant value between [-1, 
1]. 
 

(4) All high rank genes in these clusters are 
union (GS) for next step. 
 

(5) Removing a gene ��  (j=1,…,m) from GS: 

GR 
 

(6) PCA is performed on the data matrix GR to 
extract eigengenes for measuring entropy 
in other steps, as shown in (4).  
 

(7) Steps 4, 5 and 6 is repeated until is 

calculate entropy of all genes in��. 
 

(8) Ranking genes based on their relative 
contribution to the entropy. 
 

(9) Removing a gene that has lowest rank: GU, 
this step is used to select genes that have a 
uniform behavior on the eigengenes.  

 
(10) Classification with test samples for 

measuring misclassification error. 
 

(11) Repeat steps 4-10 until the number of 
genes in the GU will be 1. 
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(12) Mean of misclassification error is 

calculated from ten times and subset of 
genes that has the least error and the 
minimum number of genes as the final set 
to introduce.   
    

 
Figure 1: Algorithm For Gene Selection 

5. EXPERIMENTAL RESULTS 

The original dataset is simply normalized by 
decreasing the mean of the corresponding gene 
vector from each gene’s expression data and then 
dividing by the corresponding standard deviation. To 
avoid over-fitting, the mean and standard deviation 
are calculated by using the training dataset. As a 
result, each gene vector has a mean of 0 and a 
standard deviation of 1. 

5.1 Dataset 

We experimented with three well-known gene 
expression datasets. All datasets are available at 
http://sdmc.lit.org.sg/GEDatasets/Datasets.html. 

 
Colon cancer dataset 

The colon cancer data set used by Alon et al. [28] 
contains 62 samples collected from colon-cancer of 12 
patients. Among them, 40 tumor biopsies are from 
tumors, and 22 normal biopsies are from healthy 
parts of the colons of the same patients.  It consist of 
2000 genes. 4 of normal and 6 of tumor samples 
have been randomly separated as independent 
samples (the model was trained with 52 samples). 

 

Leukemia cancer dataset 

The Leukemia data set studied by Golub et al. 
[29]. It consists of two types of acute leukemia: 47 
acute lymphoblastic leukemia (ALL) samples and 25 
acute myeloid leukemia (AML) samples with over 
7129 probes from 6817 human genes, which contains 
38 training samples(27 ALL and 11 AML) and 34 
independent samples (20 ALL and 14 AML).  

 

Lung cancer dataset 

The Lung data set studied by Gordon et al. [30]. It 
consists of 12533 genes (after filtering some missed 
data) and 181 samples, including 31 malignant 
pleural mesothelioma (MPM) and 150 
adenocarcinoma (ADCA). Which contains 32 
training samples (16 MPM and 16 ADCA) and 149 
independent samples (15 MPM and 134 ADCA). 

5.2 Results 

We applied the proposed algorithm on the above 
datasets to test and compare with some other 
common methods. In all gene selection methods, 
SVM (Support Vector Machines) and KNN (K-
Nearest Neighborhood) have been used as classifier 
to compare the results. SVM is a classifier with 
linear kernel function that value of C is 1 and for the 
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KNN Classifier, the K is set to 5. To increase the 
validity of the experiment, 10-fold external cross 
validation has been used to calculate the rate of 
accuracy average in 10 iterations. 

We consider h for colon dataset equal 6, leukemia 
dataset is 5 and lung dataset equal 4 (step 2 of 
section 4). These values have maximum accuracy 
through 2 to 10 clusters. Figures 2, 3 and 4 show 
accuracy rate of two classifiers (SVM, KNN) with 
specified number of clusters for colon, leukemia and 
lung datasets respectively. 

 

Figure 2: Accuracy from number of clusters in colon 

dataset. 
 

 
Figure 3: Accuracy from number of clusters in leukemia 

dataset. 
 

 
Figure 4: Accuracy from number of clusters in lung 

dataset. 

In step 3, 	 is set to be 0.5. The misclassification 
error in the training data of this algorithm is 
calculated based on the mean of measured errors in 
150 iteration, the error in each iteration calculated 
based on mean of errors in 10-fold cross validation. 
The percentage of the accuracy is measured by: 

Percentage of accuracy (%) =100-percentage of 

misclassification error (%) 

Tables 1, 2 and 3 show the percentage of accuracy 
in SVM and KNN classifiers of training samples 
with colon, leukemia and lung datasets respectively 
and in these tables comparing our proposed method 
(PCA-entropy) with 3 other gene selection methods 
such as PCC, T-test and SVM-RFE. The bold values 
in the rows illustrate the superiority accuracy of our 
method by subset of 4, 8 and 4 genes respectively 
(NG and Acc have been used to show the number of 
selected genes and accuracy of the methods).   

Table 1: Prediction Accuracies From Different Gene 

Selection Methods In Colon Dataset When The 

Classifiers Are SVM And KNN. 

Gene 

Selection 

         SVM        KNN 

NG Acc. (%) NG Acc. (%) 

PCA-entropy 14 90.32 4 90.32 

SVM-RFE 53 87.10 38 88.71 

T-test 21 88.71 20 87.10 

PCC 16 87.10 17 88.71 

Table 2: Prediction Accuracies From Different Gene 

Selection Methods In Leukemia Dataset When The 

Classifiers Are SVM And KNN. 

Gene 

Selection 

         SVM        KNN 

NG Acc. (%) NG Acc. (%) 

PCA-entropy 8 97.37 8 100 

SVM-RFE 17 94.74 49 92.11 

T-test 49 94.74 26 89.47 

PCC 8 94.74 54 94.74 
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Table 3: Prediction Accuracies From Different Gene 

Selection Methods In Lung Dataset When The Classifiers 

Are SVM And KNN.     

Gene 

Selection 

         SVM        KNN 

NG Acc. (%) NG Acc. (%) 

PCA-entropy 4 100 4 100 

SVM-RFE 12 96.88 7 93.75 

T-test 17 93.75 22 90.63 

PCC 8 96.88 15 93.75 

Table 4 compares the proposed method on colon 
dataset with some previous works. The accuracy rate 
in Table 4 shows 90.32% accuracy in classification 
that the proposed model in colon dataset has 
superiority in accuracy rate and number of selected 
genes comparing to the results in [15, 32]. Although 
there is no advantage in the accuracy rate comparing 
to the result in [31], the number of associated genes 
is the advantage of the proposed model compared 
with it. 

Table 4: Comparing The Result Of Proposed Model With 

Three Recent Studies (Colon Dataset)  

Colon Dataset NG Acc. (%) 

Result of proposed method 4 90.32 

Result in [15] 21 82.62 

Result in [31] 35 90.63 

Result in [32] 52 82.7 

 
The accuracy rate in Table 5 on leukemia dataset 

shows that the proposed model has supremacy in 
accuracy rate and number of selected genes 
comparing to the results in [15, 32,  33]. 

Table 5: Comparing The Result Of Proposed Model With 

Three Recent Studies (Leukemia Dataset) 

Leukemia Dataset NG Acc. (%) 

Result of proposed method 8 100 

Result in [15] 14 94.33 

Result in [32] 9 90.3 

Result in [33] 50 94.4 

 
Table 6 compares the proposed model on lung 

dataset with some previous works and it shows that 
the proposed method has 100% accuracy in 
classification that it has superiority in accuracy rate 
and number of selected genes comparing to the 
results in [14, 32, 33]. 

Table 6: Comparing The Result Of Proposed Model With 

Three Recent Studies (Lung Dataset) 

Lung Dataset NG Acc. (%) 

Result of proposed method 4 100 

Result in [14] 20 95.3 

Result in [32] 16 98.1 

Result in [33] 30 95.9 

5.3 Final subset selection 

Since the list of selected genes in cross validation 
procedure is different in each fold, it is unclear to 
select the final subset of significant genes. Therefore, 
a simple method has been proposed to sort the union 
of all selected genes in cross validation procedure. 
This means that genes based on the number of times 
that have been participated in the cross-validation 
folds are arranged in order. Finally, the top ranked of 
genes has selected. 

Tables 7, 8 and 9 report the highly informative 
gene subset with 4, 8 and 4 genes respectively 
(Where NT is the number of times that the desired 
gene is involved in the cross validation folds). 

Table 7: Gene Subset Selected By The Proposed Model 

(Colon Dataset) 

index NT Probe ID 

748 10 X84700 

1062 8 Y00097 

533 6 R42837 

88 5 R50158 

Table 8: Gene Subset Selected By The Proposed Model 

(Leukemia Dataset) 

index NT Probe 

ID 

index NT Probe  

ID 

2642 
 

9 U05259 5191 
 

7 Z69881 

532 
 

7 D63874 6184 

 

6 M26708 

2354 
 

7 M92287 1394 

 

5 L20941 

4936 
 

7 Y00433 1909 

 

4 M29696 

Table 9: Gene Subset Selected By The Proposed Model 

(Lung Dataset). 

index NT Probe ID 

6821 6 36781 

6980 6 36938 

7069 4 37027 

6571 3 36533 

Table 10 shows the percentage of accuracy in the 
classification of independent samples with final gene 
subset selected. From table 10 we can find that the 
best accuracy for independent samples is achieved by 
a subset of 4, 8 and 4 genes on colon, leukemia and 
lung datasets respectively.  

Table 10: Accuracy Independent Samples With Selected 

Genes. 

Dataset NG Acc. (%) 

Colon Dataset 4 90 

Leukemia Dataset 8 97.06 

Lung Dataset 4 95.30 
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ROC analysis of 4 independent samples of colon 
cancer dataset has been shown in Table 11 which 
presents that the false negative error is less than false 
positive error in class prediction of independent 
dataset (TP, FP, FN and TN are the number of True 
Positive, False Positive, False Negative and True 
Negative errors respectively). 

Table 11:  ROC Analysis Of Independent Samples (Colon 

Dataset) 

True Positive(TP)=3              False Positive(FP) =1 

 

True Negative(TN)=6            False Negative(FN) =0 

Overall Error (%) 10 

Accuracy (%) 90 

False positive error (%) 25 

False negative error (%) 0 

Sensitivity 0.75 

Specificity 1 

 
Table 12 has been shown ROC analysis of 34 

independent samples of leukemia dataset. 

Table 12: ROC Analysis Of Independent Samples 

(Leukemia Dataset) 

True Positive(TP)=14            False Positive(FP) =0 

 

True Negative(TN)=19          False Negative(FN) =1 

Overall Error (%) 2.94 

Accuracy (%) 97.06 

False positive error (%) 0 

False negative error (%) 5 

Sensitivity 1 

Specificity 0.95 

 
ROC analysis of 149 independent samples of lung 

dataset has been shown in Table 13, which presents 
False Negative error is less than False Positive error 
in class prediction of independent dataset. 

Table 13: ROC Analysis Of Independent Samples (Lung 
Dataset) 

True Positive(TP)=127          False Positive(FP) =7 

 

True Negative(TN)=15          False Negative(FN) =0 
Overall Error (%) 4.70 

Accuracy (%) 95.30 

False positive error (%) 5.22 

False negative error (%) 0 

Sensitivity 0.95 

Specificity 1 

6. CONCLUSION 

To extract informative gene subsets for reliable 
cancer classification, the combination of FCT-test 
and PCA-entropy has been used in this work. 

First, FCT-test (FCM cluster and T-test method) 
was applied to dimension reduction and preselect 
an effective gene subset from the candidate set. 
Second, the PCA-entropy is applied to select genes 
that cause a uniform distribution on the eigengenes 
and reduce redundancy. 

Our gene selection method is tested on three 
microarray data sets. The experimental results show 
that in public dataset, a small subset has a high 
classification accuracy with top ranked genes on 
entropy ranking.  

This study can be developed in two directions in 
the future. First, several clustering methods can be 
applied to divide genes into clusters. The second is to 
consider other methods of gene ranking in clusters 
like information gain to reduce the dimensions and 
choose significantly different gene subsets. The gene 
ranking methods for finding an initial gene subset 
may be critical for the PCA-based mechanism to 
discover a gene subset that can result high prediction 
accuracy. 
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