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ABSTRACT

One of the fundamental challenges in deploying multimedia systems, such as telemedicine, education, space endeavors, marketing, crisis management, transportation, and military, is to deliver smooth and uninterrupted flow of audio-visual information, anytime and anywhere. A multimedia system may consist of various devices (PCs, laptops, PDAs, smart phones, etc.) interconnected via heterogeneous wire-line and wireless networks. In such systems, multimedia content originally authored and compressed with a certain format may need bit rate adjustment and format conversion in order to allow access by receiving devices with diverse capabilities (display, memory, processing and decoder). Thus, a video coding mechanism is required to make the content adaptive to the capabilities of diverse networks and client devices. In addition, a video coder can change the coding parameters of the compressed video, adjust spatial and temporal resolution, and modify the video content and/or the coding standard used.

This research paper aimed to provide and suggest suitable video coding techniques and some of the related research issues. Also, by this work, it is planned to introduce some of the basic concepts of video coding, then review and contrast various approaches while highlighting critical research issues.
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1. INTRODUCTION

Generally, the resolution of the TV image is increased for HDTV. In the present HDTV systems only the spatial resolution is increased, without simultaneously increasing the frame rate for improved temporal resolution. This can lead to disappointing results for TV applications, where movement is important. Therefore it is important to consider the motion effects of the HD video signals. The recent LCD panels suffered by the slow response and hold effect, which are the hidden limitations that will degrade the performance of the system. Motion estimation and compensation play key roles in video compression algorithms [3] due to the ability of realizing high compression rates achieved by removing temporal redundancies between successive image frames.

Motion compensation exploits the fact that, often, for many frames of a movie, the only difference between one frame and another is the result of either the camera moving or an object in the frame moving. In reference to a video file, this means much of the information that represents one frame will be the same as the information used in the next frame. Motion compensation takes advantage of this to provide a way to create frames of a movie from a reference frame. For example, if a movie is shot at 24 frames per second, motion compensation would allow the movie file to store the full information for every fourth frame. The only information stored for the frames in between would be the information needed to transform the previous frame into the next frame.

A video coder can perform several additional functions. For example, if the bandwidth required for a particular video is fluctuating due to congestion or other causes, a video coder can provide fine and dynamic adjustments in the bit rate of the video bit stream in the compressed domain without imposing additional functional requirements in the decoder. For on-demand video streaming, the file is stored on the common server and accessed by multiple users at the same time. The QoS of the video depends on the video encoder and decoder at each user. Practically, it is not possible to predict the speed of the end users and their communication medium simultaneously. Also the server needs a large storage and inevitably
large communication bandwidth. Therefore this study concentrates on the constant frame rate classification for real time video streaming applications like video conferencing, shooting games etc.,

2. PROBLEM DESCRIPTION

With the onset of the multimedia age and the wide use of Internet, video storage on CD or DVD and streaming video has become highly popular. The digital video application has gained wide appeal in mobile terminals. Examples relating to this are personal digital assistance and cellular phones. The rate of communications with moving video applications is increasing day by day. Now a day video is required in many remote video conferencing systems and for many real time applications, (space application is one of the real time application) also it is expected that in the near future itself the cellular telephone systems will start sending and receiving real time videos.

But a major problem still remains in a video is the high requirement for bandwidth. Yet, due to digital videos inherent data intensity of video sequences, storing and transmitting raw video data becomes impractical. For example a typical system has to send large number of individual frames per second to create an effect or illusion of a moving picture. With the limited storage and bandwidth capacity, this data (raw video data) must be compressed to a transportable size. For this reason, several standards for compression of the video have been developed. Many video compression standards were already in vogue. Digital video coding [4] has gradually become very popular since the 1990s when MPEG-1 first emerged.

3. METHODS AND MATERIALS

The video coding achieves higher data compression rates and also it eliminates the need of high bandwidth requirements. The important aspect in the video coding is that without any significant loss of subjective picture quality, the video coding [4] achieves higher data compression rates. The ISO Moving Picture Experts Group (MPEG) video coding standards [5] has relevance in compressed video storage on physical media (like CD/DVD). Compared to the ISO MPEG, the International Telecommunications Union (ITU) addresses real-time point-to-point communications or multi-point communications over a network. The MPEG standard has the advantage of having lesser bandwidth for data transmission.

In recent years, several video compression standards had been proposed for different applications such as CCITT H.261 [11] [7], MPEG-1 [7] and MPEG-2 [7]. One common feature of these standards is that they use Discrete Cosine Transform (DCT), coding to reduce spatial redundancy and block motion estimation [2] [13] or compensation modules to reduce the temporal redundancy. In addition, the encoders complexity of these video standards are dominated by the motion estimation [10]. Currently MPEG-4 [8] has become the dominant video codec algorithm [15] for streaming and distribution of video contents across wireless media at low bandwidth. The latest approved video compression standard, known as MPEG-4 Part 10 AVC or H.264 [9] AVC (AVC - Advance Video Coding), has shown a 50% compression improvement when compared to the previous standards. The H.264 or MPEG-4 Part-10 AVC [12] is a block-oriented motion compensation standard. This motion compensated based codec standard and was developed by the combined effort of both ITU-T VCEG and the ISO/IEC MPEG group. The huge improvement over the compression rate makes MPEG-4 Part 10 AVC the best choice of video compression for the next 5-15 years.

By analyzing, it could be understand that, this improvement comes at the cost of increase in computational complexity, which results in higher computation power dissipation. This will be a major drawback for many mobile devices with limited battery life time. Several sources of major computation power dissipation have been identified. One such important cause for this computation power dissipation is Motion Estimation [14]. This paper focuses the transmission of different video schemes through band limited channels using the Matlab/Simulink model and its performance improvement. This work restricted to a band-limited communication channel over which the video signals are transmitted [1] [6]. This work is limited to a video of short duration with off line; but, in real time situation the Unicast/Multicast protocol environment will be considered. Also, a constant bit rate video stream has been taken into account for analysis of this work.

4. RESULTS AND DISCUSSIONS

The video source converts the video files into number of frames per second by estimating its motion as shown in table 1. This table shows the video properties, memory required and number of frames considered for this work. This technique was simulated on an Intel Core i5 processor with Matlab/Simulink. Here, it has been tested the system on image sequences on different scenarios like dance motion in color and black and white videos. The
entire processing requires approximately about 121 frames. Real life video sequence are used to demonstrate the knowledge discovery process i.e., dancer performance with movements from video sequences using the proposed framework. All the videos chosen for this work have same light intensity and have been taken during day time. The redundant video frames are removed and hence the video compression has been achieved. Figures 2 and 3 demonstrates the output of the input buffer, reception buffer, underflow event viewer, communication delay frame and timed-out entities for the gray and colored videos respectively. It is clearly shown that there are no differences in the frames transmitted for considering both videos. The estimated parameters and the performances are similar to each other; but suitable video coding/decoding techniques are essential. Figure 4 and 5 indicates the number of frames per video (11x11) for gray and color videos respectively. The size of the input buffer shows that 120 frames are waiting in the channel. The successive frames will accumulate in the input buffer until they either progress through the channel or time out (up to 32 seconds) for both videos. The size of the reception buffer shows that 252 frames are waiting in the decoder. The status of underflow events in the decoder has a value of 1.8, whenever the receive buffer permits a frame to advance from the reception buffer to the video viewer, but no frame is present. A periodic communication delay per frame has been occurred between the channel and the input buffer. The number of timed-out entities indicates nearly 155 frames are timed out in the channel for both video streams.
Figure 2. Simulation Results When Black And White Movie Video Streaming Passed Through AWGN Channel

Figure 3. Simulation Results When The Same Colour Movie Video Streaming Passed Through AWGN Channel
<table>
<thead>
<tr>
<th>S.N</th>
<th>Type</th>
<th>General Properties</th>
<th>Video Properties</th>
<th>Memory</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Gray</td>
<td>Duration = 4.0333&lt;br&gt;Name = mughal_e_azam_1.avi&lt;br&gt;Path = E:\VCTW\VIDHYA\matlab_mar_2014\Gray to color using Raspberry Pi&lt;br&gt;Tag = mmreader&lt;br&gt;UserData = []</td>
<td>BitsPerPixel = 24&lt;br&gt;FrameRate = 30.0000&lt;br&gt;Height = 120&lt;br&gt;NumberOfFrames = 121&lt;br&gt;VideoFormat = RGB24&lt;br&gt;Width = 160</td>
<td>567 KB (580,774 bytes)</td>
</tr>
<tr>
<td>2</td>
<td>Colour</td>
<td>Duration = 4.0333&lt;br&gt;Name = mughal_e_azam_1_color.avi&lt;br&gt;Path = E:\VCTW\VIDHYA\matlab_mar_2014\Gray to color using Raspberry Pi&lt;br&gt;Tag = mmreader&lt;br&gt;UserData = []</td>
<td>BitsPerPixel = 24&lt;br&gt;FrameRate = 30.0000&lt;br&gt;Height = 120&lt;br&gt;NumberOfFrames = 121&lt;br&gt;VideoFormat = RGB24&lt;br&gt;Width = 160</td>
<td>646 KB (662,166 bytes)</td>
</tr>
</tbody>
</table>

Figure 4: Gray Video Files Into Frames (11x11)
5. CONCLUSION

In this paper a study on motion estimation and transmission of gray and colored video streaming over a band-limited AWGN channel has been considered. As the motion estimation has various promises in applications like video telephony, HDTV, automatic video tracker and computer vision etc. in handheld devices. Thus, extensive research has been done over years to develop new video coding algorithms and designing cost-effective and massively parallel hardware architecture suitable for current VLSI technology. So, till now there is an unlimited number of algorithms being claimed by different researchers in world. From all the previous types of algorithms discussed, the frame split and matching algorithms are the simplest way for motion estimation in terms of hardware and software implementations. The contribution towards the motion estimation and improvement in image quality and compression rates are visible in this approach.
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