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ABSTRACT 

 
Arabic noun compound extraction has become a challenging issue in the field of NLP. Several approaches 
have been proposed in terms of extracting Arabic noun compounds. Some of them have used linguistic-
based approach, other have used statistical methods and the rest have used a hybrid between them. This 
research proposed a hybrid method of linguistic-based approach and statistical method in order to solve the 
extraction of nested Arabic noun compound. The dataset has been collected from online Arabic newspaper 
archive from Aljazeara.net and Almotamar.net. Several pre-processing steps have been carried out on the 
data including transformation, normalization, stemming and POS tagging. After that, the n-gram model has 
generated bi-gram, tri-gram, 4-gram, and 5-gram candidates of noun compound. Then three association 
measures which are NC-value, PMI and LLR have been used in order to rank the candidates. The 
evaluation has been performed using the n-best method with a human annotation (manual selection by 
expertise). NC-value has outperformed PMI and LLR in terms of extracting nested noun compounds. 

Keywords: Multi-Word Expressions, Noun Compound, Nested Noun Compound, Statistical Method, POS 
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1. INTRODUCTION  

 
Noun compound (NC) is the phrase that has two 

or more nouns with a space (e.g. orange juice) or 
without a space (e.g. headquarter) or with a hyphen 
(e.g. son-in-law) which refers to a single concept 
[1]. It consists of two parts; the first one is a noun 
which called head and the rest are called modifier 
(Kim 2008). Various conditions have been 
proposed by the researchers in order to identify NCs 
for instance, Lauer [2] suggested that the head 
should be a noun and the modifier could be nouns, 
verbs, adjective or adverb, whereas Buckeridge et 
al. [3] suggested that the head and the modifier 
should be nouns. Noun compound seems to be very 
challenging issue in the field of NLP due to several 
reasons. Syntactically, sometimes NCs bring an 
ambiguity to the sentence such as, “glass window 
cleaner” which refers to several meanings. It could 
be “(glass (window cleaner)”, “window cleaner 
made of glass” or “((glass window) cleaner)”. 
Semantically, it is difficult to interpret the semantic 
relations between the head and the modifier. 
Therefore, several approaches have been proposed 
in terms of disambiguate the semantic and syntax of 
NCs [2-4]. 

Nested noun compound NNC are substring of 
other longer noun compounds, it may contain two 
words, three words, four words, five words, etc. 
This type of noun compound characterized by its 
arbitrary (it is not clear why to “fail through” means 
to “fail”), and also it is a domain independent 
(mobile application or stock market) and it is a co-
occurrence-based which means the presence of part 
of it may suggest the rest of it (e.g. Sultanate of 
could be imply with Oman or Brunei) [5] The 
problem of NNC lies on extracting the appropriate 
substring and discard the unwanted ones. For 
instance, “New York Stock Exchange” could be 
divide into “New York”, “York Stock” and “Stock 
Exchange”, the first and third ones should be 
considered as noun compounds while the second 
one should be discarded. Therefore, extracting 
nested noun compound seems to be a challenging 
issue. 

There are several approaches that have been 
proposed in terms of extracting Arabic noun 
compounds. Some of them have used linguistic 
techniques, other have used statistical methods and 
the rest have used a hybrid between them. 
Linguistic-based technique aims to use analysis 
tools such as, POS tagging, lemmatization and 
parser. While statistical methods aims to rank the 



Journal of Theoretical and Applied Information Technology 
 30

th
 September 2014. Vol. 67 No.3 

© 2005 - 2014 JATIT & LLS. All rights reserved.  

 

ISSN: 1992-8645                                                       www.jatit.org                                                          E-ISSN: 1817-3195      

 
540 

 

candidates of noun compounds. The ranking of 
candidates in the hybrid methods is very crucial, it 
usually performed using the standard association 
measures. However, the performance of these 
measures is roughly similar in terms of extracting 
bi-gram noun compounds. Nonetheless, Arabic has 
tremendous classifications of noun compounds. 
There some classifications are based on nested of 
two or more words such as, tri-gram, 4-gram and 5-
gram. For instance, “وزير الخارجية العمانية” this noun 
compound is consist of multiple bi-gram “  الخارجية
 The problem becomes .”وزير الخارجية“ and ”العمانية
more difficult when dealing with those 
classifications due to the overlap that occurred 
between two or more noun compounds. Therefore, 
there is still a significant need for improving the 
extraction of Arabic nested noun compounds in 
terms of accuracy.  

This research aims to extract Arabic nested noun 
compounds including bi-gram, tri-gram, 4-gram and 
5-gram using a hybrid method of linguistic 
approach and statistical method. The linguistic 
approach that used in this research in consisting of 
stemming and POS tagging, while the statistical 
method is NC-value. The dataset is the same that 
have been used by Saif & Aziz [6] which contain an 
online Arabic newspaper archive from Aljazeara.net 
and Almotamar.net. Several pre-processing have 
been performed in this study in order to normalize, 
tokenize and stem the data. In addition, candidate 
identification step has been performed using the 
linguistic approach (stemming and POS tagger). 
Meanwhile, n-gram model has been used in order to 
generate bi-gram, tri-gram, 4-gram and 5-gram. In 
other hand, three statistical methods have been used 
which are NC-value, Point-wise Mutual 
Information (PMI) and Log-Likelihood (LLR) in 
order to rank the candidates. Eventually, n-best 
evaluation method has been used with a human 
annotation (expertise) in order to evaluate the 
proposed method. 

 

2. RELATED WORK 

Several approaches have been proposed in terms 
of extracting Arabic MWEs. Some of them have 
used statistical methods, other have used linguistic 
methods and the rest have used a combination 
between them. For instance, Attia [7] have 
proposed a semi-automatic method for extracting 
MWE using a manual lexicon. Basically, he create a 
specialized two-side transducer based on regular 
expression in order to analyze the lexical-side and 
generate the morphological lexicon. This method 

can extract fixed and semi-fixed MWEs however, it 
cannot treat the syntactically-flexible expressions. 
Apart from that, Boulaknader et al. [8] have 
proposed a MWE extraction program for Arabic 
language using a hybrid method of linguistic and 
statistical. They firstly used the part-of-speech 
tagging that have presented by Diab et al. [9] in 
order to filter the candidates of multiword 
terminology. Hence, they have used the linguistic 
filter to determine the multi-words patterns 
including N ADJ, NN and N PREP N. furthermore, 
their method considers the variations of MWE such 
as, a graphical variations (e.g. “Ha’a” and “Ta’a 
marbuta”), inflectional variations (e.g. plural, 
singular and define articles “ال”), morph-syntactic 
variations (e.g. synonyms) and internal 
modification. On other hand, they have used four 
statistical measures which are Log-Likelihood Ratio 
(LLR) [10], FLR [10]. Mutual Information (MI) 
and t-scores [11] for ordering the MWE candidates. 

Bounhas & Slimani  [12] have proposed a 
combination method to extract MWEs of Arabic 
terminology using an Arabic specialized corpora. 
Basically, they have used the Arabic morphological 
analyzer (AraMorph) that has been proposed by 
Hajic et al. [13]. The aim of using AraMorph is to 
compute the morphological features for the 
syntactic rules. In the same manner, they have used 
the POS tagger that have proposed by Diab [9] as a 
linguistic filter. Therefore, they integrate the POS 
tagger with the AraMorph in order to develop the 
Morph-POS matcher. Morph-POS matcher aims to 
reduce the morphological ambiguity by analyzing 
the context of each word. The sequence identifier in 
this method used for determining the MWEs from 
sequences and count the frequency of each entry 
that contains the POS and morpho-syntactic 
features. Therefore, a rule-based syntactic tool 
based on the POS and the morphological features 
have been used in order to detect the compound 
nouns. On other hand, they use an association 
measure which is LRR in order to identify the best 
solution. Although this method has outperformed 
the method that has been presented in Boulaknadel 
et al. [8], but it did not extract MWEs with lexical 
units such as, verb-particle constriction, 
prepositional phrases and Arabic collocations. 

Attia et al. [14] have proposed an automatic 
extraction in terms of extracting and validating 
MWEs from Arabic corpora using three 
complementary approaches. The first one is cross-
lingual correspondences asymmetry which extracts 
MWEs from Arabic Wikipedia (Ar.Wikipedia).  
Using a multi-lingual lexicon of named entities, this 
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approach aims to generate all candidates of MWE 
titles in Ar. Wikipedia. The second approach is a 
translation-based that aims to extract the English 
MWEs from Princeton WordNet (PWN) and then 
translate it to Arabic using Google translator. This 
method has been evaluated automatically using the 
gold standard PWN. Eventually, the third approach 
which is the corpus-based that aims to extracts 
MWEs using the statistical measures and POS-
annotation filtering. It combines the linguistic and 
statistical methods in order to generate the unigram, 
bigram and trigram candidates. The association 
measures that have been used are the Point-wise 
Mutual Information (PMI). 

Saif & Aziz [6] proposed a hybrid method of 
linguistic-based approach and statistical approach 
for extracting Arabic collocations from collected 
Arabic newspaper corpus. Firstly, a normalization 
step has been taken a place including define article 
elimination, non-Arabic words elimination and 
generating unigram list. Secondly, a linguistic 
approach have been used including lemmatization 
and POS tagging. Basically, the lemmatization aims 
to enhance the unigram list and generating a bi-
gram candidates, and then the POS tagger used for 
disambiguate the words that have more than one 
linguistic categories. Note that, the POS tagger used 
in this phase contains the joint tagging and 
segmenting algorithm that have been presented by 
AlGahtani et al. [15]. As a result of linguistic phase, 
the bi-gram of candidates will be generated with 
their frequency. On the other hand, four statistical 
measures which are Log-Likelihood Ratio (LLR), 
chi-square, Point-wise Mutual Information (PMI) 
and Enhanced Mutual Information (EMI) have been 
applied in order to rank the candidates based on the 
co-occurrence. They reported that LLR has 
outperformed others association measures. 

El Mahdaouy et al. [16] have used a hybrid 
method of linguistic including POS tagging with 
sequence identifier and a novel statistical method 
called NLC-value for extracting Multi-word Terms 
MWTs. Firstly, they have used AMIRA toolkit [9] 
which is a POS tagger that aims to assign each word 
in the corpus with its polarity, then the sequence 
identifier have been used in order to tokenize tag 
files in the corpus. Therefore, the candidate of 
MWTs will be filtered in order to fit the linguistic 
structural patterns. After that, several statistical 
methods have been used including C-value, NC-
value, NTC-value and NLC-value in order to rank 
the candidates. Eventually, they have demonstrated 
that NLC-value outperforms the other association 
measures. 

3. PROPOSED METHOD 

The proposed method contains the details of the 
dataset that have been used. Moreover, it describes 
the pre-processing tasks that performed on the 
dataset including normalization, stemming and POS 
tagging. Normalization task aims to remove the 
noisy data such as stop-words, while stemming task 
aims to turn the inflected words into its own stem or 
root, whereas POS tagging task aims to identify 
words’ categories such as verb, noun or adjective. 
On other hand, the proposed method includes the 
process of identifying the candidates of the noun 
compounds using n-gram model to generate bi-
gram, tri-gram, 4-gram and 5-gram. Furthermore, 
the proposed method contains the process of 
ranking such candidates using the association 
measures including Log-Likelihood Ratio (LLR), 
Point-Wise Mutual Information (PMI) and NC-
value. Eventually, the evaluation phase which aims 
to evaluate the extracted noun compounds. Fig. 1 
shows the research design. 
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3.1. Transformation 

This phase aims to turn the data into an internal 
representation that enables applying pre-processing 
steps. In fact, the data consists of text files of 
collected Arabic newspaper. Hence, there are 
several steps of transformation which illustrated as 
follows:  

1. Turning the files into UTF-8 encoding 

UTF-8 is an encoding that can be used to 
simulate any character in the Unicode character. It 
has been used in order to represent complicated 
languages such as Arabic language. 

2. Arabic letters 

Firstly, all the Arabic letters have to be 
transformed in order to recognize any Arabic word. 

3. Arabic diacritics 

Arabic language has numerous diacritics (tashkil 
 it is vowel marks that indicate how to ,(تشَْكِيْل
pronounce letters (e.g. short or long vowel). 

3.2. Pre-processing 

This phase aims to perform several steps 
including normalization, stemming and POS 
tagging in order to turn the data into a format that 
enables applying statistical processes. Note that, 
this phase is very crucial in terms of enhancing the 
results of extracting noun candidates of noun 
compounds. The steps of this phase are determined 
as follows: 

3.2.1 Normalization 

This step aims to clean the data by removing 
noisy or unwanted data such as, digits, stop-words 
and special characters. Such data has been 
explained as follows: 

3.2.1.1. Remove special characters 

 Special characters such as “_+-:””?” have to be 
removed in order to clean the data. 

3.2.1.2. Remove non-Arabic letters 

 Every character tend to be non-Arabic letter has 
to be removed. 

3.2.1.3. Remove digits 

 Digits from 0 to 9 have to be removed. 

3.2.1.4. Remove diacritics 

 As mention earlier, Arabic language has several 
forms of diacritics thus; those diacritics have to be 
removed.  

3.2.1.5. Remove definite articles 

It is a set of letters that could be prefix of suffix 
which indicates to the kind of reference that made 
by the noun 

3.2.1.6. Tokenization 

 Tokenization is the task of dividing words from 
text into clusters of consecutive morphemes, one of 
which typically corresponds to the word stem. It 
shows how tokenizing the texts lead to the sequence 
of tokens as:  الاتحاد العالمي لكرة القدم, after tokenizing 
become; (الاتحاد_العالمي_لكرة_القدم). 
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Figure 1.The research design 
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3.2.1.7. Remove stop-words 

 Stop words are words that connect the sentences 
which seem to be irrelevant and have to be 
removed. 

3.2.2 Stemming 

The stemmer that have been used in this research 
is based on the Buckwalter system which includes 
three distinct lexicon files (dictionary) listing all 
prefixes, suffixes, and stems. The algorithm works 
by dividing a given input word into prefix, stem and 
suffix and then match those segments with the 
corresponding lexicons [17].  

3.2.3 POS tagging 

Part-of-speech POS tagging is one of word sense 
disambiguation methods that aims to assign each 
word in certain text with a fixed set of parts of 
speech such as, noun, verb, adjective or adverb 
[18]. There are tremendous words that have several 
potential tags thus, POS have been came up in order 
to disambiguate these words. Therefore, the main 
role of POS is to deter-mine the exact tagging for 
each words in the corpus. Note that, the POS 
tagging that have been used in this research is the 
same that used by AlGahtani et al. [15] which is the 
joint tagging and segmenting algorithm. 

3.3 Candidate identification  

Basically, this phase is depending on linguistic 
analysis tools such as, stemming and POS tagging. 
It aims to select the n-gram lists including bi-gram, 
tri-gram, 4-gram and 5-gram lists of noun 
compound candidates according to the structural 
patterns. Firstly, it brought the words from the 
unigram list that have been acquired from the pre-
processing phase. This process relies on several 
sub-steps which are; (i) detecting candidates that 
start with Noun, (ii) the followed components have 
to be either noun or adjective, (iii) the followed 
components have to be two or more words. Each 
combination will be stored based on its degree for 
instance, the combination with 3 words will be 
stored in a Tri-gram list and the combination with 4 
words will be stored in a 4-gram list. Secondly, 
from the 5-gram list a 4-gram combination that 
seems to be a candidate based on the linguistic 
structural patterns will be selected and store it in a 
list called 4-gram list with their linguistic category 
and frequent occurrences. Then, from the 4-gram 
list a 3-gram combination that seems to be a 
candidate based on the structural patterns will be 
selected and store it in a list called tri-gram list with 
their linguistic category and frequent occurrences. 

In the same manner, bi-gram list will be built from 
the 3-gram list.  

3.4 Candidate ranking 

The candidate ranking depends on frequency 
information for the word occurrence and co-
occurrence in the corpus. The candidate 
identification phase collects both syntactic 
information and information about their occurrence 
in the corpus. In this phase, the association 
measures are computed to the identified candidates 
in the n-gram lists that assigns to each candidate a 
score of association strength. For each pair of 
words extracted from a corpus, association score is 
a single real value that indicates the amount of 
statistical association between the two words. In 
this research, three statistical measures have been 
used including NC-value, Point-wise mutual 
information PMI and log-likelihood LLR, which 
are explained as follows: 

3.4.1 C-value/NC-value 

This method was introduced by Frantzi et al. 
[19].  This method consists of two steps: 1) the C-
value is to enhance the extraction of nested multi-
word terms, and 2) the NC-value that incorporates 
context information to the C-value method, in order 
to enhance multi-word term extraction in general. 
The C-value approach is a domain-independent 
method to extract MWEs which includes the 
processing the nested terms by using statistical 
measure of frequency of occurrence. The C-value 
statistical measure assigns the term-hood to a 
candidate of MWE w, ranking it in the output list of 
candidates. The measure of term-hood, called C-
value is defined as 
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, w is the candidate string, f is its frequency of 
occurrence in the corpus, Tw is the set of candidate 
MWLUs that contain w, and P (Tw) is the number 
of these candidate MWLUs.  
 

3.4.2 Point-wise Mutual Information (PMI) 

This association measure was proposed as the 
association ratio to compute the word 
connectedness based on information theory concept 
by Church & Hanks [20].  Regarding to Zhang et 

(1) 
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al. [21], in multi-word detection, the mutual 
information can be defined as “the amount of 
information provided by the occurrence of the word 
represented by Y about the occurrence of the word 
represented by X”. The MI between the bigram 
candidate of x and y was defined as the following: 

����, �� � 	
��
���, ��

��������
 

(2) 
 

 
, where P(x) is the occurrence probability of word x 
and P(y) is the occurrence probability of word y in 
the corpus.  
 

3.4.3  Log-Likelihood Ratio (LLR) 

This measure has been introduced by [10]. It had 
been determined as a stable indicator of 
terminologically related collocations. In addition, it 
usually works with special purpose corpora due to 
its ability to extract rare collocations which is 
suitable for scattered data [22]. The log-likelihood 
is calculated with a formula adjusted for co-
occurrence contingency table as follows. For a 
given pair of words W1 and W2 and a search 
window W, let a be the number of windows in 
which W1 and W2 co-occur, let b be the number of 
windows in which only W1 occurs, let c be the 
number of windows in which only W2 occurs and 
let d be the number of windows in which none of 
them occurs. The LLR is defined as the following: 
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3.4 Evaluation 

In this research, n-best evaluation method [23] 
have been used in order to evaluate the proposed 
method. It uses association scored to rank the 
candidates of noun compound. In fact, this method 
contains three steps; the first one is the selection of 
n-best list which aims to choose the highest 
association scores of candidate ranking. The second 
step is the human annotation (group of expertise-
Arabic teachers) which aims to manually select the 
true noun compounds from the n-best list with three 

tags; the first tag is 1 which indicated the true noun 
compounds, the second tag is 0 which indicates the 
false noun compounds and the third tag is Err 
which refers to an error. The third step is evaluating 
the manual annotation of candidates using precision 
which computed as the following equation.   

�������
� � 	
!�

!"#
 (4) 

Where: TP is the number of correct extracted 
noun compounds. While  TEC is the total number 
of extracted noun compounds (the n-value for n-
best list). 

4.  

5. RESULTS AND DISCUSSION 

Basically, the three association measures which 
are NC-value, PMI and LLR have been carried out 
in order to rank the candidates of nested noun 
compound Table 1 shows the results with bi-gram, 
tri-gram, 4-gram and 5-gram candidates. 

Table 1 Results precision for the three association 
measures 

Association 2-gram 3-gram 4-gram 5-gram 

NC-value 0.81 0.59 0.29 0.18 
LLR 0.82 0.137 0.08 0.068 
PMI 0.80 0.146 0.094 0.056 
 

As shown in Table 1, LLR has outperformed MI 
and NC-value for the bi-gram candidates. As 
expected form other studies such as Boulaknadel et 
al. [8], Evert [24] and Saif & Aziz [6] PMI has 
lower results than LLR when extracting bi-gram 
candidates. In other hand, regarding to El 
Mahdaouy et al. [16], LLR is outperforming NC-
value in terms of extracting bi-gram candidates due 
to the unit-hood feature which lies in LLR. Unit-
hood feature provides the degree of strength for 
combinations or collocations [25], which fits the 
case of bi-gram candidates. However, NC-value has 
outperformed LLR and PMI in terms of extracting 
tri-gram, 4-gram and 5-gram candidates. This is due 
to the feature of term-hood that lies on NC-value 
which makes it outperforming LLR in terms of 
extracting 3-gram, 4-gram or 5-gram [16]. 
Regarding to Vu et al. (2008) the term-hood treats 
the terms as a linguistic unit, which fits the case of 
nested candidates (tri-gram, 4-gram and 5-gram). 
Therefore, the ability of NC-value to extract nested 
noun compounds is so remarkable. 
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6. CONCLUSION 

This research proposed a hybrid of linguistic 
approach and statistical method in order to extract 
Arabic noun compound. The dataset has been 
collected from online Arabic newspaper archive 
from Aljazeara.net and Almotamar.net. Several pre-
processing steps have been carried out on the data 
including transformation, normalization, stemming 
and POS tagging. After that, the n-gram model has 
generated bi-gram, tri-gram, 4-gram, and 5-gram 
candidates of noun compound. Then three 
association measures which are NC-value, PMI and 
LLR have been used in order to rank the candidates. 
The evaluation has been performed using n-best 
method with a human annotation (manual selection 
by expertise). NC-value has outperformed PMI and 
LLR in terms of extracting tri-gram, 4-gram and 5-
gram. In general, this study is focusing on the 
nested noun compound with a maximum 
combination of 5-gram and a specific pattern of 
POS tagging which are adjectives and nouns. 
Furthermore, this study have used a relatively small 
dataset. Those issues could be the limitation of this 
study. 

The areas suggested for future research work are 
described as follows. Combining two statistical 
measures can contribute toward enhancing the 
effectiveness. By using more linguistic approaches 
such as parser can enhance the results of extracting 
Arabic noun compound. Finally, the evaluation of 
this research can be improved by replacing the 
manual annotation with an automatic annotation. 
This can be performed by using a huge dictionary 
that contains a tremendous amount of noun 
compounds. 
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