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ABSTRACT 

 
Calculating scores of a paper-based test with a large number of students is a difficult task. Suppose a large 
number of students, e.g., more than 1200 students, in a class take a paper-based examination with more than 
6 questions in the test. Teachers need to write the score of each question on the examination cover sheet, 
calculate total scores of all students and fill the scores on the student list. These tasks really take a lot of 
time. We, therefore, develop an automatic system for reducing some procedures of these tasks for time-
saving. Our developed system uses handwritten number recognition that has been widely used in several 
fields. In this study, we employ the recognition with artificial neural network to automatically identify the 
student identification number and scores of all questions from a scanned image of the cover page. The 
summation of scores is calculated automatically. Both of total score and the student identification number 
are exported into excel format. With the neural network classification to recognize the digits, we obtain 
high performance with overall accuracy of 99.89%. In conclusion, two main processes are improved from 
our system: (i) automatic total score calculation and (ii) exportation of scores to excel format. This designed 
system could successfully reduce the time for evaluating scores of students and yields more accurate score 
calculation. 
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1. INTRODUCTION  

 
Character and number recognition have been 

successfully applied into several fields, e.g., 
automatic signature verification in banking [1], 
postal address recognition [2], clinical data capture 
[3,4], etc.   The aim of these recognitions is to read 
characters or digits from papers or read text or 
digits from documents. To reach the aim, images, 
or scanned images of the documents need to be 
translated into a format that computer is able to 
recognize. The information on the documents could 
be printed character or handwritten characters. In 
schools or universities, some elementary subjects 
have participated students in more than 30 sections 
and each section has more than 40 students. In 
every midterm and final examination, each 
examination has around 6 to 9 questions. That 
means if the test is paper-based test, the teachers or 
lectures need to fill scores of each student on the 
examination cover pages more than 7200 times. 
Moreover, for each student, the teacher needs to 
calculate the total score. That means they need to 
do it for 1200 times. Another difficult task is the 

finding of student names and filling their scores on 
the list. In addition, with a number of papers, total 
score calculation by human is possible to do error. 
These all processes are difficult and waste a lot of 
time to proceed. Therefore, the processes should be 
reduced for saving the operated time and increasing 
accuracy of the score calculation.  

An alternative way to perform the test for large 
number of students is to use optical mark 
recognition (OMR). OMR is aimed to capture 
marked data from specific document forms [5, 6, 
7]. Traditional OMR works with a scanner device 
that beams light onto a form paper. Reflectivity at 
pre-determined positions on the documents is used 
to detect the marks. One of the most familiar OMR 
applications for most students is using HB or 2B 
pencil marks their answer with bubbles on OMR 
answer sheet for multiple-choice examination. Most 
of OMR software [8, 9] could detect the marks of 
student identification number and student’s 
answers, then, automatically calculate the total 
scores and export the score with the student 
identification number into a file. OMR is very 
useful; however, it is just suitable for multiple-
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choice testing. Hence, OMR could not answer our 
problem due to the fact that most of subjects do not 
perform by multiple-choice examination. Mostly, 
they are short answer test or essay test that teachers 
need to read student’s answer and write the score 
manually on the cover sheet with handwriting. It 
would not be problem if the number of students is 
not much. However, in real situation with a number 
of students, the total score calculation and 
searching score of a student on a big list are 
certainly a difficult task. Therefore, other more 
powerful pattern recognition engine, e.g., optical 
character recognition (OCR), should be applied to 
solve this problem. 

In this study, we aim to develop a systematic tool 
employing the digit handwritten recognition to 
recognize student identification number and 
examination scores on the examination cover page. 
Finally, total scores with student identification 
numbers are automatically exported to excel 
format. The main steps of the recognition from 
scanned image consist of (i) image processing, (ii) 
feature extraction and (iii) classification. We 
employed artificial neural network algorithm for 
the digit classification. Applying the method to the 
examination cover page is useful for to the time and 
complexity reduction. 

This paper is organized as follows: In section 2, 
the overview of this study is described. In section 3, 
we present the image processing involving in this 
work and the feature extraction. In section 4, the 
method of classification using artificial neural 
network is described. In section 5, performance 
measurement of the classification is presented, and 
in section 6, classification results and graphic user 
interface of our system are showed. In section 7, we 
present conclusion. 

 

2. OVERVIEW OF THIS STUDY 

An example of the examination cover page is 
shown in Figure 1. The main parts of the page 
consist of the heading part (name of institute, 
faculty, subject name, semesters, etc.), the area for 
writing instructions part, the spaces to fill in the 
student identification number and name parts, the 
area for filling score of each question and final 
score parts. The important parts analyzed in this 
study are the student identification number and 
scores of all questions. 

All cover pages with filled student identification 
numbers and scores were scanned as JPEG image 
data. The images were analyzed by image 
processing (see section 3) and all features 
representing the numbers were extracted (see 

section 4). These features were used for the 
classification processes using artificial neural 
network. The digits of the student identification 
number and scores were automatically identified. 
After the scores of all questions were recognized, 
the total score was calculated and exported to excel 
format.  
 

 
 

Figure 1: An example of examination cover page. 

 

 

 

 

Figure 2: Overview of this study. 
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The further main processes could be divided into 

two parts comprising (i) image processing and 
feature extraction processes and (ii) pattern 
recognition using artificial neural network. The 
overview of this study is presented in Figure 2. 

 

3.    IMAGE PROCESSING AND FEATURE     

EXTRACTION 

 
The main processes of image processing in this 

study consisted of binarization, noise filtering, 
image segmentation, and edge detection. Firstly, we 
adapted the input raw image data to the grayscale 
image and then transformed to binary image, i.e., 0-
1 format. Then, noise filtering technique was 
applied to erase noised pixels from the image. 
Foreground/objects and background were identified 
by thresholding techniques. Let P(x,y) be a pixel at 
position x and y in the image, A(x,y) be a 
transformed pixel after the thresholding and T is a 
threshold value.  

 

The simplest approach of thresholding is defined 
as follows: 
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After the thresholding process, the output image 

becomes binary image with value of 0 and 1 in the 
pixels. There are several algorithms [10] for 
reducing grayscale to binary image. In this study, 
we used Otsu’s algorithm [11]. The algorithm 
assumed that an image contains two classes of 
pixels, e.g., foreground/objects and background. 
Therefore, the algorithm searches for an optimal 
threshold minimizing intra-class variance or 
maximizing inter-class variance of these two 
groups. Intra-class variance is defined as follows: 
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For the foreground class probability fW , it is 

defined by 
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where I is the maximum range of the intensity 
levels. Foreground class mean is defined as 
follows: 
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and the variance of the foreground class is defined 
as 
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The algorithm tried to find T that minimize the 
intra-variance as defined in (2) or, likewise, 
maximize the inter-variance that is defined as 
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A digit segmentation was applied to the image 

data. Therefore, the isolated digits of the student 
identification number or scores were obtained with 
different sizes and ready to extract their features. 
Due to the different size of each isolated digit, we 
rescaled the digit to be an image with 70x50 pixels. 
Hence, the whole rescaled pixel area was divided 
into 7 and 5 parts according to row and column, 
respectively. That means the area was divided into 
35 small sub-areas. In each sub-area, we calculated 
the summation of pixel intensity values. Finally, we 
yielded 35 values taken as features of a digit 
number. Figure 3 showed an example of using 
image processing to identify student identification 
number. 

 
 

 
 

Figure 3: Image processing to identify student 

identification number  
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4. ARTIFICIAL NEURAL NETWORK FOR 

CLASSIFYING DIGITS 

In pattern recognition, data is divided into two 
parts: the training data and testing data. The 
training data is used for the neural network to learn 
all patterns and the testing data is used to measure 
the performance. In this study, all 9530 digit 
samples were collected from scanned images. 
Figure 4 shows an example of scanned image using 
for extracting digit data for training and testing. The 
figure contains 29 lines of digits. Therefore, we 
obtained 290 samples from this image. 

 
Each isolated digits was segmented and extracted 

35 features for training and testing with neural 
network. The architecture of the neural network in 
this study is multi-layered perceptron network with 
back-propagation learning algorithm. Input layer 
contained 35 input nodes, the same size as the 
features. The second layer of the network is called 
hidden layer. We denoted the number of the nodes 
in the hidden layer as 35 nodes. The third layer of 
the network is output layer. In our case the output 
layer contained 10 output nodes. We used log-
sigmoid function as our transfer function for this 
learning. For the network, we want to predict the 
isolated digit image which number it is. Therefore, 
the targets of this training are the number in range 
of 0 to 9. Here, we used a classical binary encoding 
to represent each target with 10 output nodes of 
neural network. Examples of designed target 1, 5, 9 
and 0 are shown in Table 1.  

  
For measuring the performance of the algorithm, 

we used bootstrapping method by randomly 
selecting 80% of the each group of digits for 
training and the rest 20% of each group for testing. 
We repeated overall 5 times and the average of the 
performance was calculated. 

Table 1: An Example of Binary Encoding Designed for 
Representing Output Targets of Neural Network. 

Output 
Node 

Target 
1 

Target 
5 

Target 
9 

Target 
0 

1 1 0 0 0 

2 0 0 0 0 

3 0 0 0 0 

4 0 0 0 0 

5 0 1 0 0 

6 0 0 0 0 

7 0 0 0 0 

8 0 0 0 0 

9 0 0 1 0 

10 0 0 0 1 

 

5. PERFORMANCE MEASUREMENT 

 
Accuracy of all digit predictions was calculated 

for the performance measuring. The accuracy can 
be calculated by  
 

predictionallofnumberThe

predictioncorrectedofnumberThe
Accuracy =       (10). 

 
In addition, we could find how good prediction 

for each single digit is by calculating accuracy.  
Similarly with formula in equation (10), the 
accuracy of each single digit is the number of 
corrected prediction of that digit divided by the 
total number of all prediction. 

 

 
 

Figure 4: 290 sample digits of scanned image for 
training data.  

 
6. EXPERIMENTAL RESULTS 

6.1 Classification Performance 

     The training of artificial neural network and 
the graphic user interface of our system were done 
by MATLAB software. For training and testing, 
7620 samples were randomly selected for training 
and 1910 samples were used for testing. The best 
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performance met at the mean square error of 1.0E-
04 at epoch 475. Figure 5 showed the performance 
neural network learning. Finally, we yielded 
99.92% of accuracy for training process, and 
99.89% of accuracy for testing process. We found 
that the misclassification between 1 and other 
digits, like 2, 3, 5, and 7, were a bit high. As well, 
we found the misclassification between 3 and 9 and 
between 4 and 6. These occurred due to the 
similarity of characteristic of these numbers. Figure 
6 and Figure 7 showed the confusion matrix of 
training and testing processes. 

 

 
Figure 5: Training Performance with 475 epochs to 

reach the gold at 1.0E-04. 

 

 

Figure 6: Confusion Matrix of Training Set. The overall 

accuracy is 99.92%  

 
Figure 7: Confusion Matrix of Testing Set. The overall 

accrucy is 99.89%.  

 
 

Figure 8:Start page of the program. 

 

  
 

Figure 9: An example of the program with automatic 

score calculation. 

 

6.2 Graphic user interface of the system 

We developed the graphic user interface for 
easily managing the system. All scanned 
examination cover pages were stored in a defined 
input directory. The start page of the program is 
shown in Figure 8. Mainly, there are 4 buttons 
comprising “Load”, “Save”, “Next”, and “Export to 
Excel”. By clicking the “Load” button, the program 
inquires the input directory and then the first image 
was loaded. For each image, the student 
identification number and the scores were detected 
automatically by using image processing and the 
classification from the artificial neural network 
algorithm. The digits of student identification 
number and the scores were appeared on the 
defined text boxes. If the predicted digits were 
wrong from the classification algorithm, we can 
edit them directly from the text box. The 
summation of the scores was automatically 
calculated and showed at the bottom right space. If 
we changed the score of each question in the text 
box, the total score was automatically recalculated 
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and showed. When we verified that the student 
identification number and all score including the 
summation score were corrected, we clicked “Save” 
button. To go to the next cover page, we can click 
at “Next”. Then, the next cover image will show on 
the left blank space. Similarity, the same 
procedures were applied to the new image. We can 
click “Next” until the last page. Then a message 
informed the end of image file is presented. Finally, 
we can click “Export to Excel” to export all data 
into excel format. An example of the program is 
shown in Figure 9. 

 

7. CONCLUSION 

We developed a tool for improving the score 
management processes from scanned images of 
examination cover pages. This tool utilized image 
processing techniques for detecting and extracting 
digits from the scanned images of the examination 
cover pages. Artificial neural network was 
employed to recognize the numbers from the 
images. The results yielded that the neural network 
was successfully recognized the number with high 
accuracy of 99.92% and 99.89% for training and 
testing set, respectively. The student identification 
number and scores were identified from the 
scanned images. Moreover, the graphic user 
interface was developed for user-friendly by 
MATLAB. Users can simply upload all scanned 
images of examination cover pages located in a 
directory. Then, the program can easily load them 
to detect the identification number and scores and, 
then, calculate the total scores. In addition, user can 
export all results into excel format. All things 
considered, there are two main parts are improved 
from our automatic system, i.e., (i) an automatically 
total score calculation and (ii) exporting student’s 
scores and their student identification numbers to 
excel format. This tool is simple, useful and 
practical for any subjects with a large number of 
registered students.  

Nevertheless, there are some limitations of this 
tool that could be further improved. In some cases, 
a number, e.g., of student identification number or 
score, was misclassified from the neural network 
algorithm. This could be happened if the user’s 
handwriting of the users is quite different from the 
data that neural network was learned. This problem 
could be solved by adding digit handwriting of the 
users into the system. However, the tool has an 
option that user can easily edit the number 
immediately from the textbox in the graphic user 
interface if they found some mistake from the 
classification. Our tool is designed to recognize 
only numbers, e.g., the score and student 

identification number. It could be further developed 
to recognize the name of students that the 
recognition needs character sets to learn.      
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