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ABSTRACT

Embedded system based real time process control and monitoring requires several critical issues to be intrinsically taken care to avoid fatal error. Issues of concern include avoiding OS crash, avoiding fragmented frames, place proper section of code in critical section, implement the different activities as tasks, etc. In this paper, an embedded webserver using LPC1768 is implemented using Internet Control Message Protocol (ICMP) and the algorithms are written such that, OS crash due to ICMP echo message limit violation, is avoided. The ICMP frame length is monitored and only unfragmented frames are received.
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1. INTRODUCTION

The network forms an essential component in computer generation and it is imperative to create a technique to monitor and manage a computer network for available resources in a network. A network system is basically a map in which various network devices are interconnected and communicate with each other. The interconnection among devices can be based on any of the network topologies. To monitor these devices by manually pinging the information in console window is a tedious process particularly if the network devices are many and the polling interval is small. The research on ICMP and SNMP protocols helps in automating the desired task assumptions such as, (i) A tool that allows user to either create the desired network topology based on the prevalent network infrastructure and enter network devices configuration details or (ii) Allow the network monitoring tool to self discover the underlying network topology is essential. Monitoring process is then started which takes the IP list and sends ICMP echo request packets and accepts ICMP echo reply to determine the device status. ICMP is an integral part of any IP implementation. ICMP messages are sent in IP packets and it uses IP as a higher-level protocol and is implemented in every IP module. ICMP messages are classified into two main categories,

(i) ICMP Error Messages
(ii) ICMP Query Messages

To provide / send error messages for non-transient error conditions, and to provide a way to probe the network in order to determine general characteristics about the network. A number code, also known as the “message type”, is assigned to each ICMP message; it specifies the type of the message. Another number code represents a “code” for the specified ICMP type and acts as a sub-type and interpretation is dependent upon the message type.

1.1 Objective Of The Work

The main objective of this work is to implement an embedded system based webserver, make it secure and prevent OS crash due to long echo message in ICMP. Eliminating the fragmented frames at regular intervals intrinsically in the algorithm is done to achieve the objective.

2. ICMP MESSAGE ENCAPSULATION

The Internet Control Message Protocol (ICMP) is used by routers and hosts to send network control information to each other. It is a
separate protocol that sits on IP and uses IP to transport messages. It is considered the part of the IP layer that communicates error message and other conditions that require attention. The ICMP messages are acted on by either the IP layer or the higher layer protocol and messages cause error to be returned to user processes that are transmitted within IP datagrams as shown in Figure 1.

![Figure 1: ICMP messages encapsulated within an IP datagrams](image1)

ICMP messages are encapsulated in IP datagrams, as is shown in Figure 2.

![Figure 2: ICMP messages encapsulation](image2)

ICMP frames are identified by IP Protocol field value and used by IP to send error and control messages. The ICMP message format is shown in Figure 3.

![Figure 3: ICMP message format](image3)

It is used to communicate IP status and error messages between hosts and routers and implemented with IP as just a packet delivery system. It transmits and routes datagrams from sources to destinations through a series of interconnected networks. It has a checksum in the IP header to detect lost bits and no error detection on the datagram payload, but has no native mechanism for source host notification, where ICMP comes in used to report IP errors to the source host and ICMP data is carried as the payload of an IP datagram that specifies additional message formats.

3. TYPES OF ICMP MESSAGES

There are different types of ICMP messages, which suits unique purposes. They are briefed below and the types are given below in Table 1.

3.1 Information Messages

The sender sends a query to another machine (either host or router) and expects an answer. For e.g. a host might want to know if a router is alive.

3.2 Error Indication Messages

The IP software on a host or router has encountered a problem processing an IP datagram. For e.g. it may be unable to route the datagram to its destination.

<table>
<thead>
<tr>
<th>Category</th>
<th>Information</th>
</tr>
</thead>
<tbody>
<tr>
<td>Error Reporting</td>
<td>Destination unreachable</td>
</tr>
<tr>
<td>Messages</td>
<td>Source quench</td>
</tr>
<tr>
<td></td>
<td>Parameter problem</td>
</tr>
<tr>
<td></td>
<td>Redirection</td>
</tr>
<tr>
<td>Query Messages</td>
<td>Echo request/reply</td>
</tr>
<tr>
<td></td>
<td>Timestamp request</td>
</tr>
<tr>
<td></td>
<td>Address mask</td>
</tr>
<tr>
<td></td>
<td>Router solicitation</td>
</tr>
</tbody>
</table>

4. ICMP ERROR REPORTING

ICMP always transmit error messages to the original source as shown in Figure 4.
4.1 Features of ICMP

The following points are,

(i) No ICMP error message will be generated in response to a datagram carrying an ICMP error message

(ii) No ICMP error message will be generated for a fragmented datagram that is not the first fragment

(iii) No ICMP error message will be generated for a datagram having a multicast address

(iv) No ICMP error message will be generated for a datagram having a special address such as 127.0.0.0 or 0.0.0.0.

(v) Echo messages are limited \(2^{16}\) i.e. 65536 bytes in the data part of the packet

(vi) Prominent information is in the header

4.2 ICMP Data for Error Messages

When a gateway cannot route a datagram (e.g., an appropriate route in its local table and bit is set) it discards the message and returns an ICMP destination unreachable message to the sending host (refer Figure 5).

4.2.1 Time exceeded

The routers decrement its time-to-live (TTL) field. If the TTL value reaches 0, the gateway discards the datagram and sends a time exceeded message to the sender. It is used by a destination host to show that not all fragments have arrived within a set time.

4.2.2 Parameter problem

When a host encounters problem with an IP datagram, it returns a parameter problem message to the datagram’s sender and sent from a router to a local host on the same network. It informs the source of a better route to the destination. A host usually starts with a small routing table that is gradually augmented and updated.

5. ICMP QUERY MESSAGES

This is used to diagnose network problems, this type of ICMP message is answered in a specific format by the destination node. The query message process is shown in Figure 6.
5.1 Echo Request / Reply

If a network system sends an ICMP echo request message to another node network, then another node in the system is required to respond with an ICMP echo reply. The program ping allows a user to check whether a machine is reachable and functioning. The identifier and sequence number are used by the echo sender to aid in matching the replies with the echo requests.

5.2 ICMP Attacks

ICMP is a protocol used in internet layer of TCP/IP protocol suite to send error messages and carry out network management tasks. It is a ‘Ping’ tool which is used to send echo message to know the live status of the destination. The ICMP protocol does not have any authentication built-in and attacker can intercept ICMP packets. ‘Ping’ is used to launch denial of service attacks to defenses against ICMP attacks may include the following key points are,

(i) Checking if the packet belongs to the same connection or not.
(ii) Changes in routes should be authorized to a particular connection.
(iii) Reply packet should be accepted at a particular time.

6. LIMITATIONS OF ICMP BASED EMBEDDED SYSTEM INTERFACE

Operating systems running on embedded target board can get crashed if echo messages exceeding $2^{16}$ bytes is specified. This ICMP echo message of gargantuan size will crash the code running in embedded target. To overcome this problem in ICMP based embedded system interface the incoming ICMP frame length needs to be checked and only unfragmented frames need to handled by the embedded system. The code development should be done to avoid this limitation.

In this paper, an existing embedded system (LPC1768) based webservice to display the process value from a plant using ICMP protocol is used for experimentation. The existing code was not optimized with respect to ICMP problem and the code crashed. The code is optimized to handle

(i) Fragmented frames
(ii) To take only 36 bytes even if echo message exceeds $2^{16}$ bytes.

This is done by including the following in the code.

a. if(!((val&(IP_FLAG_NOREFRAG|
IP_FRAGOFFS_MASK)))
   ICMP Data count = MAX_ETH_TX_DATA_SIZE -
   IP_HEADER_SIZE_ICMP_HEADER_SIZE; 
else
   ICMP Data count = RecdIPFrameLength -
   IP_HEADER_SIZE_ICMP_HEADER_SIZE;

b. if(RecdIPFrameLength>MAX_ETH_TX_DATA_SIZE)
   ICMP Data count = MAX_ETH_TX_DATA_SIZE -
   IP_HEADER_SIZE_ICMP_HEADER_SIZE;
else
   ICMP Data count = RecdIPFrameLength -
   IP_HEADER_SIZE_ICMP_HEADER_SIZE;

The above line of code ensures that if more than the maximum Ethernet data size (i.e. 60 bytes) is received then only 36 bytes are assigned to the ICMP Data Count. Thus IP_HEADER_SIZE of 20 bytes and ICMP_HEADER_SIZE of 4 bytes along with the accepted 36 bytes will not violate the maximum Ethernet data size. Thus, buffer overflow is avoided and the code will not crash.
7. IMPLEMENTATION DETAILS / RESEARCH METHODOLOGY

The research methodology details are shown in the block diagram in Figure 7. It consists of the embedded target using LPC1768, the webserver launched by 1768 in host and the Linux kernel port exploiting the ICMP limitation.

1) Get the IP address
2) Initialize buffer size (Ex: 1500) for storing the message i.e. IP header and ICMP data. This is done using code line.
   
   ```c
   Char buf[1500];
bzero(buf, sizeof buf);
   ```
3) Create a socket for communication. This should include domain name, type and protocol. In this work AF_NET is set to IPv4 Internet Protocol, SOCK_RAW provides raw network protocol access and IPPROTO_ICMP selects the ICMP protocol
4) Manipulate the option for socket. This contains the IP header i.e. IP_HDRINCL
5) Extract the structure of the given IP address and copy the number of bytes
6) Represent the IP Header and ICMP payload. This needs the declaration of following information;
   (a) IP Version
   (b) Header length
   (c) Types of service

   (d) Length
   (e) Identification
   (f) Flags
   (g) Offset
   (h) Time to live
   (i) Protocol
   (j) Checksum
   (k) Source IP Address
   (l) Destination IP Address

   ICMP also requisites the following order
   (i) Types of message
   (ii) Code
   (iii) Checksum
7) After declaring IP header, the packets are sent to destination IP Address.

The code details are listed in Appendix - I

8. RESULT AND DISCUSSION

The embedded system based webserver interface for monitoring the process includes the following steps:

1) Webserver IP Address
2) Process value displayed in the webserver (Both in value and Bar graph)
9. CONCLUSION

In this work, a secure webserver algorithm is embedded with the hardware core (ARM processor) to prevent code crash. Additionally, node can be protected in conjunction with security control (such as physical access, authentication, authorization or network controls) to adequately ensure the confidentiality, integrity and availability of the node link.
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## APPENDIX –I

<table>
<thead>
<tr>
<th>Step</th>
<th>Code</th>
<th>Remarks</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>int main(int argc, char *argv[])</td>
<td>-</td>
</tr>
<tr>
<td>2</td>
<td>Char buf[1500]; bzero(buf, sizeof buf);</td>
<td>Making zero valued bytes by using bzero() function</td>
</tr>
<tr>
<td>3</td>
<td>s=socket(AF_INET,SOCK_RAW,IPPROTO_ICMP)</td>
<td>-</td>
</tr>
<tr>
<td>4</td>
<td>setsockopt(s,IPPROTO_IP, IP_HDRINCL, &amp;on, sizeof(on))</td>
<td>-</td>
</tr>
<tr>
<td>5</td>
<td>bcopy(hp-&gt;h_addr_list[0], &amp;ip-&gt;ip_dst.s_addr, hp-&gt;h_length);</td>
<td>-</td>
</tr>
<tr>
<td>6</td>
<td>sendto(s, buf, sizeof buf, 0, (struct sockaddr *) &amp; dst, sizeof dst)</td>
<td>(struct sockaddr *)&amp;dst – Points to a sockaddr structure containing the destination address.</td>
</tr>
</tbody>
</table>