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ABSTRACT

This survey presents a perspective on the existing research and practices initiated for the Design Space Exploration (DSE) in Multiprocessor System on Chip (MPSoC) technology. Reduction in size as well as adding more functionality within a single chip by incorporating multiple processors remains the key in the development of the modern MPSoC. This rapid development has been made possible because of the techniques used for scaling down the size of the chip in the field of integrated circuits. MPSoC has been considered as the best candidate for applications such as networking, telecommunication, multimedia, etc. which require high computational demand, high performance, flexibility, high energy efficiency, and low cost design. The designers have the onerous task of building MPSoCs for such applications because they have huge design options in terms of Processing Elements (PEs), micro-architectural features, interconnects, etc. to be considered with specific constraints. Exhaustive search is prohibitive because of the sheer design space size as well as the time to market considerations. Coverage of design space during the exploration process, and evaluating a single design point for finding the optimal design are the two issues that should be considered in any DSE process. This paper provides a comprehensive survey on the existing DSE techniques at the system and micro-architectural levels, the evaluation methodologies and the tools/frameworks with their comparison with respect to the design parameters considered.
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1. INTRODUCTION

Advances in semi-conductor technology have led to further and further scaling down of integrated circuit design. Starting from the single chip microprocessors, the technology has grown rapidly to incorporate a complete functional system into a single chip referred as System on Chip (SoC). The technology revolution and the different demands required by the applications under various domains have led to the emergence of MPSoCs as an important class of Very Large Scale Integration (VLSI) systems. An MPSoC is a VLSI system that incorporates most or all the components necessary for an application that uses multiple programmable processors as system components [1]. There has been an unprecedented increase in the use of MPSoC architectures in the design of embedded systems. This can be easily envisioned with the development of modern sophisticated communication devices that are available for the end user. For example, Apple’s 4S iphone [2] includes dual core processors in its sub systems for supporting various communication standards, video/audio formats, etc. MPSoCs are custom designed to meet a particular application’s requirements. The applications can be categorized into several domains such as, Networking, Automotive, Telecommunication, Multimedia, etc. Furthermore, the requirements and constraints for designing an embedded system vary across the application domain. For instance, multimedia and wireless communication applications require high computational demand and high energy efficiency. Research direction in the field of parallel processing has given a hope to the designers to apply parallelism, in terms of processing the application on multiple processing elements in parallel. The development of parallel programming models for MPSoC domain is still at its infancy, because the underlying architecture modelled is purely application dependent. Specialized hardware architectures are essential to fulfil these stringent
and contradictory requirements of high computational power and energy efficiency imposed by such applications. Hence, a heterogeneous MPSoC platform is considered a suitable candidate for such applications by the embedded system designers.

The common issues considered for heterogeneous MPSoC design are low power consumption, memory bandwidth and latency, time to market, less weight, etc. Apart from these basic design issues, there are many emerging steering factors behind the modern design trend such as, scalable and reusable architectures, embedded memory, and IP integration, Network on Chip (NoC), reliability, and support for reconfigurable logic [3]. To incorporate these design issues and factors, the following requirements are highly essential for MPSoC design solutions [4].

1. Integrated Development Environment (IDE) – necessary for establishing user interface, configuring the system components, system structural editing, simulation control, and debugging capabilities,
2. System Structure and Model generation – for specifying configuration parameters and generation of simulator models, and
3. Multiprocessor Programming Model – the most important challenge in developing multiprocessor programming model is the partitioning of a single application into multiple communicating tasks, enabling execution in parallel among different processing elements within the SoC, and providing API libraries for parallel execution of applications and Inter Process Communication (IPC).

Further, it has to be noted that evaluating each component of an MPSoC system separately, for measuring the performance of the complete system will not be appropriate because the interacting behaviour of the components is not taken into consideration during the evaluation process. Thus, the interacting behaviour of all system components requires a system-wide performance evaluation, which imposes additional challenges for the designer.

The system designer has the difficult task of selecting the appropriate components for building an MPSoC for a given application, along with certain constraints that need to be satisfied. There exist a lot of possible design options, from which the major objective for system architects is to identify an optimal design by considering the main objectives such as efficiency, performance, flexibility, energy, power and cost. This identification process requires a well planned and comprehensive design methodology defining the fundamentals of Design Space Exploration (DSE) [5]. The two most important phases in the DSE process are,

1. Exploration: It is the process of searching within the huge design space to find the optimal or near optimal design solution. Design space is composed of various combinations of software and hardware design options. A complete search with the various design options is prohibitive because of the sheer size of the design space. Hence, a knowledge-guided search strategy is highly essentially for reducing the exploration time and to meet time-to-market considerations.

2. Evaluation of single design point: It is necessary to determine its quality with respect to certain objectives and constraints. The time required for the individual design point evaluation is related to the number of investigated design points. This process constitutes the time spent in developing and describing the intended design point, as well as the time for evaluating the anticipated design finally.

Increasing design complexity has significantly influenced the embedded system design process to support early design decisions, and exploration process is mostly performed at the system level [6]. The most commonly used approach for systematic exploration process is the Y – chart approach [7] in which application descriptions and architecture specifications are specified separately. The exploration process usually has certain objectives to be met for either maximization or minimization of the corresponding metric taken for consideration. The mapping step binds application tasks to architectural building blocks. The evaluation step validates the mapping process based on the constraints and objectives that are to be met by performing test runs. The search process becomes even more cumbersome if multiple objectives are considered for the design.

Given a specification of the application and system requirements, the designer needs to shrink the range of feasible designs to a smaller number of possible designs that are best suited for the given application. The design space can increase exponentially with respect to the number of processing elements and other micro-architectural parameters considered, and thus
increase the complexity of the search process. Consequently, a disciplined approach to the DSE is needed in order to evaluate large design spaces with high number of potential designs. This includes algorithms to prune and cover the design space in a systematic way at different levels of abstraction and refinement. The goal of this paper is to provide a comprehensive survey of recent work in the area of MPSoC DSE.

This paper is organised as follows; the next section defines the task of design space exploration as an optimization problem, describes strategies for optimization and metrics considered for optimization during the exploration process. Section 3 provides the classification of strategies for covering the design space. Section 4 elaborates on the different techniques used to evaluate a single design point. In section 5, a brief description and comparison of the available DSE tools/frameworks is presented. Section 6 presents open research issues in MPSoC design space exploration. Finally, section 7 summarises and concludes the paper.

2. DSE AS AN OPTIMIZATION PROBLEM

The problem of design space exploration can be described as the process of searching and evaluating an optimal design option among several design parameters available within the target architecture, with certain objectives required to be satisfied for the given application. The design space becomes enormous when there are several design options available. The exponential growth of the design space has been best explained by Kempf et.al [5], by assuming an application consisting of T tasks which can execute on n processing elements, the authors state that there are \((n^T_{PE})\) possible design points.

Several researchers have looked at an exhaustive search of the design space. Blythe and Walker [8] have performed high-level synthesis to find all optimal Pareto points in order to completely characterise the entire design space for the module selection, clock length determination, and scheduling problems. A theoretical framework that can capture the general performance properties for a class of multi core processors of interest over a large design space and workload space has been proposed by Jung et al. [9]. The methodology incorporated models the multi core processors at the thread level using queuing network model and an iterative procedure has been employed to cover the large design space.

A novel methodology has been employed to describe the inefficiency of general purpose processors for a specific application by Hameed et al. [10]. The technique explores the customisation that is possible at the functional unit level to improve the performance of the general purpose Chip Multiprocessor (CMP) with that of an Application Specific Integrated Circuit (ASIC) like solution. The work proposed by Shee and Sri Parameswaran [11] performs an exhaustive search for exploring the design space for ASIP’s. Multiple cores for a single application have been considered instead of multiple applications executing in parallel. A single application has been parallelized using two different methods, a master-slave model and a sequential pipeline model. The models have been implemented using Tensilica’s Xtensa customisable processor core [12] and manual DSE has been performed with different configurations of ASIP to find an optimal configuration for the given application.

Most of the exhaustive design space search approaches do not consider the option of executing a single application by partitioning it into multiple parallel units, and assume fixed number of processing elements for exploring the design space. The design point can be even more enormous if a single application can be partitioned for its execution with multiple processing elements and if the number of processing elements is not fixed within the target architecture. Thus, exhaustive search is not the best way of exploring the large design options available for the embedded system design. It is very important to have a guidance scheme and fix some metrics as objectives for the search problem, so as to evaluate each design option against the metrics and guiding parameters that are considered. The guiding scheme will aid the search process, to walk only through the desired feasible regions of the design space based on the metrics considered, for evaluation to attain specified objectives, avoiding in-feasible design points. Thus, the DSE problem can be stated as a single/multi objective optimization problem. The following sub sections defines the Pareto optimality criterion, briefly describe the different strategies for optimization and objectives/metrics considered during the exploration process.

2.1 Definition Of Pareto Optimality Criterion

In order to classify the methods adopted for optimization, the term Pareto Optimality [13] needs to be defined. This criterion is applicable when a multi-objective search of the design space is performed. The objectives considered in the domain of micro – architectural design could be the minimization of cost, power consumption, or the
maximization of speed. Mostly these objectives are inter-related with each other. Thus, optimizing toward a single objective may highly influence other objectives as well.

Definition 1 Pareto criterion for Dominance:
Given k objectives to be minimised without loss of generality and two solutions (designs) A and B with values \((a_0, a_1, \ldots, a_{k-1})\) and \((b_0, b_1, \ldots, b_{k-1})\) for all objectives, respectively, solution A dominates solution B if and only if,
\[
\forall 0 \leq i < k, a_i \leq b_i \text{ and } \exists j : a_j > b_j
\]
This means that a superior solution is at least better in one objective while being at least the same in all other objectives.

Definition 2 Pareto – Optimal solution:
A solution is called Pareto - optimal if it is not dominated by any other solution.

2.2 Strategies For Optimization
Optimization techniques can be generally classified according to the following three criteria [6].
- Decision making before search

Different objectives have been combined or aggregated into a single objective by the designer using some optimization methods such as considering the weighted sum of the objectives or converting certain objectives to constraints so that the number of objectives is reduced before the actual search process begins.

- Search before decision making

The optimal solutions have been identified by considering each objective separately during the search process. The result is the set of Pareto-optimal solutions. After performing the initial search with certain objectives, additional criteria can be imposed to find the optimal solution for a given problem.

- Decision making during search

The decision to include a design point has been made during the search process in which, initial search results may be used iteratively to further constrain the design space and guide the search to feasible regions of the design space.

2.3 Objectives/Metrics
This section describes some of the objectives that have been considered during the design space exploration. Weighted sum, ratio, or products of several objectives have been considered by single objective optimisers in order to compensate for conflicting criteria. To prevent biasing of search result towards a certain region of the design space, multi-objective search algorithms keep the objectives separately during the search process.

The objectives such as cost, power dissipation, speed, and flexibility have been considered as primary objectives because they reflect the overall properties of the design directly and are used as fundamental optimization goals. There are other objectives such as utilization of computation or communication resources, affinity metrics, memory specific metrics, physical size, reliability, etc. that are considered as secondary objectives. Sometimes, combined metrics such as energy-delay, computation-power ratio, speed-cost ratio etc. have also been considered for the design optimization.

Different strategies for covering the design space have been proposed in the literature with specific objectives to be satisfied, considering applications from various domains for the target MPSoC architecture. In the following section, different strategies for covering the design space are discussed in detail.

3. STRATEGIES FOR COVERING THE DESIGN SPACE

Other than the exhaustive search method for performing DSE, the strategies proposed in literature for covering the design space can be classified into three categories as given below [14].
- Techniques that try to reduce the design space size
- Techniques that provide exploration heuristics
- Techniques based on statistical analysis aimed at guiding the exploration to specific regions of the design space

3.1 Techniques For Reducing The Design Space Size

The techniques employed for reducing the design space size aim to limit the exponential increase of design space size by eliminating those configurations that are certainly non optimal. Generally, this methodology is known as design space pruning. There are different pruning methods proposed in the literature such as hierarchical
pruning, sub sampling or sub dividing the design space, and performing sensitivity analysis on the parameters considered for optimization during the exploration process.

Mohanty et al. [15] have introduced the hierarchical design space exploration, in which infeasible configurations have been eliminated initially by employing constraint satisfaction analysis, and then the remaining space has been evaluated through system – wide performance estimation models to identify the non – optimal configurations, thus avoiding their simulations. Affinity – Driven DSE has been proposed by Brandolese et al. [16] which utilize cost, communication and load as affinity metrics for initial clustering of architectural elements for reducing the design space and then use standard genetic algorithm for the exploration process towards allocation and optimization. Design of Experiments (DoE) has been used by Palermo et al. [17] for creating a coarse view of the target design space by generating an initial set of experiments. Different types of Response Surface Modelling (RSM) techniques have been utilized to refine the exploration, and this process has been iterated to cover the design space.

The idea proposed by Beltrame et al. [14] moves the design complexity from simulation to probabilistic analysis of parameter transformations by employing domain knowledge of the target MPSoC. Exploration has been modelled as a Markov Decision Process (MDP) and the solution to such MDP relates with the sequence of parameter transformations to be applied, in order to maximise or minimise the desired value function. The simulation is performed only in particular cases of uncertainty, thus massively reducing the simulation time needed to perform the exploration of a system, while maintaining near optimality of the results.

The methodology proposed by Yazdanbakhsh et al. [18] describes energy – aware custom instruction identification for critical code segments, which enables to constrain the number of input and output operands for custom instructions to reach acceptable performance, considering the energy dissipation of the register file. The technique proposed by Kokhazadeh and Fatemi [19] uses regular sub – sampling of the parameters considered for design space pruning for covering a wide range of performance metric values. The experimental evaluation reveals that the proposed method can prune the design space exponentially with the number of design parameters, while maintaining a reasonable set of Pareto optimal points of the original design space. An iterative design space pruning methodology based on static throughput analysis of different application mappings has been proposed by Piscitelli and Pimental [20] to reduce the simulation overhead. The methodology interleaves the analytical throughput estimation with simulation, thus forming a hybrid approach which significantly reduces the number of simulations that are needed during the process of DSE.

The overall power and performance of an on-chip multiprocessor system varies due to the manufacturing process variation. Palermo et al. [21] have proposed an improved design space pruning strategy taking into account the possibilities of process variation during manufacturing. At first, variability aware delay and energy models have been derived to exploit the process variation and the impact of application specific constraints and then RSM is utilized to further speed up the DSE process. Hung-Yi Liu et al. [22] have proposed a strategy for performing system level DSE with planning of High Level Synthesis (HLS). The main objective of the proposed strategy is to maximize the reusability of the component library, which has been designed using High Level Language (HLL) and characterized through HLS.

3.2 Techniques Provide Exploration Heuristics

Random sampling is employed usually for exploring the design space. Simulated annealing, Genetic Algorithms and Tabu search are the common techniques that are used in the literature for providing exploration heuristics.

A multi – objective DSE using genetic algorithm has been proposed by Palesi and Givargis [23] for efficiently exploring a parameterised SoC architecture to find all Pareto optimal configurations in a multi-objective design space. The approach uses a parameter dependency model of the target architecture to extensively prune non-optimal design spaces. Locally, the approach applies genetic algorithm to discover Pareto optimal configurations within the remaining design points. Srinivasan et al. [24] compare explorations driven by simulated annealing with results using an evolutionary approach. The work described by Shee et al. [25] consider streaming application which is manually partitioned into a series of algorithmic stages and formulates a heuristic to efficiently search the design space for a pipeline based multi-ASIP system. Anderson and Khalid [26] have proposed a framework for design space exploration, which performs initial configuration sweep for
collecting architectural information, and use genetic algorithm for the design space exploration.

A Generalized Linear Model (GLM) and genetic algorithm based approach for efficiently exploring bus-based communication architectures of MPSoCs has been proposed by Esmeraldo and Barros [27]. The GLM is a statistical method based on the technique of Maximum Likelihood, in which parameters of a generalized linear model can be estimated when the errors follow an exponential family distribution. In order to train the model, sufficient number of simulation test results is needed. To reduce the number of training sets needed, genetic programming has been employed. Javaid et al. [28] have proposed a novel methodology of exploring the Application Specific Instruction Processors (ASIP) design space. The methodology first builds a pipeline of processors targeted for executing streaming applications. Initially, a heuristic has been used to rapidly explore a large number of processor configurations to find near Pareto Front of the design space, and then an Exact Integer Linear Programming Formulation (EIF) has been used to find an optimal solution. A Reduced ILP Formulation (RIF) has been used if the EIF does not find an optimal solution in the given time window.

An efficient two step DSE framework has been proposed for high performance MPSoC based on synchronous data flow specification by Lee et al. [29]. In the first step, the mapping avoidance and pinning-first co-synthesis algorithms allow the execution of multiple tasks. In the next step, the Pareto-optimal set of on chip bus architectures has been obtained by using the static performance analysis and trace-driven simulation. This is a recent work that considers the exploration of both the architecture and communication design spaces. Three different approaches such as multi-objective genetic algorithm, multi-objective Simulated Annealing, and multi-objective Tabu search have been used by Ceriani et al. [30] for simultaneously exploring the architecture, mapping and scheduling of the system considering multi-rate real-time applications with certain objectives to be optimised such as area, hard and soft deadlines, and dimensions of memory buffers.

A new online design space exploration algorithm - CAPS has been proposed by Liu et al. [31] which iteratively invokes a commercial tool (the oracle) to synthesise various instances of the components and implicitly builds approximations for their Pareto sets. Ascia et al. [32] compare the performance of various Multi Objective Evolutionary Algorithms (MOEA) considering real-time applications for demonstrating the scalability and accuracy of the approaches. Pomata et al. [33] have introduced a methodology enabling the use of FPGA based prototyping for micro-architectural DSE of ASIPs. To increase the emulation speed-up, the proposed technique exploits the translation of application binary code compiled for a custom ASIP architecture, into code executable on a different configuration. A reliability aware DSE has been proposed by Jia Huang et al. [34], considering both the temporal and spatial redundancy. The work also considers both the transient and intermittent faults with imperfect fault detectors during the reliability analysis. Multi-objective evolutionary algorithm has been implemented for incorporating the results of the reliability analysis for performing automated DSE.

### 3.3 Techniques Based On Statistical Analysis For Guiding The Dse Process

A predictive reaction – based model for DSE based on Artificial Neural Network (ANN) has been proposed by Khan et al. [35]. Given only a small fraction of the sample training set of the design space, the model is able to accurately predict the behaviour of the remaining designs, orders of magnitude faster than simulating them. The proposed model can predict performance metrics not only for unseen configurations for a given application, but also for unseen configurations of a new application that was not in the set of applications used to build the model, given only a very small number of results for this new application. A hybrid approach for DSE has been proposed by Ascia et al. [36]. The approach tackles the problem of DSE by reducing the number of evaluations and the time required to evaluate a system configuration. The proposed methodology uses Evolutionary Algorithm (EA) as an optimization technique and Fuzzy System (FS) for the estimation of the objective function. The EA explores the design space normally while the FS learns from the simulation until it becomes an expert and it can be used for estimating system performance.

Statistical simulation based guidance for DSE has been introduced based on memory data flow models by Genbrugge and Eeckhout [37]. Cache miss correlation, cache lines reuse distribution and through-memory read-after-write distribution modelling has been incorporated. The basic idea of this statistical modelling is to collect a number of important program characteristics and to
generate a synthetic trace from it. A guided DSE approach based on packing has been proposed by Ristau et al. [38], in which the performance of a single task on a specific processor has been estimated and used in the guidance step for mapping the task on to a processing element. The methodology described by Genbrugge et al. [39] studies statistical simulation as a fast simulation technique for Chip Multiprocessors (CMP) design space exploration which enhances the typical statistical simulation by modelling the memory address stream behaviour in a more micro-architectural independent way and modelling programs time-varying execution behaviour. Scenario – based DSE has been proposed by Van Stralen and Pimental [40] for MPSoCs by introducing the concept of workload scenarios, for capturing dynamic behaviour both within and between applications for guiding the DSE process. A co-evolutionary genetic algorithm has been implemented for performing the DSE. Feature selection algorithm [41] has been integrated as an extension to the scenario based DSE, to identify the different multi application workload scenario subset. The representative subsets obtained from the feature selection scheme is utilized in [42] for predicting the fitness of the scenario subsets, in order to improve the efficiency of DSE process and the quality of mapping. Stochastic, deterministic and hybrid prediction techniques have been implemented and their performance with respect to multi workload scenarios has been compared.

A correlation – based DSE approach has been introduced by Mariani et al. [43] for exploiting the correlation properties of the multiprocessor system configurations to accurately choose the most promising configurations to be analysed with a low level simulation. A model has been proposed based on the critical analysis of certain parameters that have been used to guide the DSE process by Navada et al. [44]. The analysis result of the model has been utilised by Simulated Annealing and Random Walk algorithms to perform the DSE. A semi-supervised learning algorithm (COMT) has been introduced by Guo et al. [45] for predicting the application’s execution behaviour within the unlabelled design configuration. COMT significantly improves prediction accuracies and reduces excessive simulation costs.

A hybrid Genetic Algorithm – Machine Learning (GA-ML) based predictive model design space exploration has been proposed by Schafer et al. [46]. The technique uses the initial training set for reducing the number of simulations during high level synthesis. Even though the GA-ML technique scales well when compared to standard Genetic Algorithm (GA) and Simulated Annealing (SA) approaches, to further improve and accelerate the DSE process, a Divide and Conquer Design Space Exploration Algorithm (DC-ExpA) [47] has been proposed. The DC-ExpA uses clustering mechanism to group the operations and relates the attributes with clusters to achieve the optimal design points. The work proposed by Mark Thompson and Andy D. Pimentel [48] extends the standard GA to guide and optimize the search behaviour through the exploitation of the domain knowledge of the system parameters. Reduction of redundancy in the chromosome representation and the implementation of cross over operator based on the distance metric have been the key in imparting knowledge about the system parameters.

After having described the various strategies for covering the design space, the following section presents a review of methods used for evaluating a single design point which is the most important phase of the DSE process.

4. METHODS FOR EVALUATING SINGLE DESIGN POINT

Evaluating a single design point has been considered a key element in the DSE process. The evaluation typically measures objectives like area, energy and timing during exploration. Generally, simulation-based evaluation and analytical model based evaluation are the two evaluation methods used for validating a single design point. Few literatures have considered the mixture of both methods for the evaluation of a single design point. In order to verify the accuracy of the exploration process, a definite set of experimental setup is required by every evaluation technique, which is formally known as benchmarking. The next sub section introduces a few established benchmarks used for the evaluation purpose.

4.1 Established Benchmarks

A benchmark includes a description of the application, a description of the architecture under test, constraints on the workload, a feasible mapping of the application onto the architecture, and defined metrics and cost functions. Available benchmarks can be classified according to their application domain. Some examples are:

- Network Processing: Benchmark suite for network processors is
available from NetBench [49] and Networking 2.0 from Embedded Microprocessor Benchmark Consortium (EEMBC) [50].

- General Purpose Computing: Standard Performance Evaluation Corporation (SPEC) provides benchmarks for general – purpose and scientific computing [51].
- Embedded Systems: Benchmark Collections from EEMBC [50], MiBench [52] and ALPBench [53], provides benchmarks for embedded systems applications such as, automotive, telecommunication, consumer, and control systems.
- Multimedia – Centric Computing: Benchmarks focusing on multimedia processing can be found in MediaBench [54].
- Parallel Computing: Example of benchmarks for parallel computing and multiprocessing is Stanford Parallel Applications for Shared Memory SPLASH2 [55], Rodinia [56] for heterogeneous parallel computing, and PARSEC 2.1 [57].

The two most widely used design point evaluation methodologies found in the literature are simulation based evaluation and analytical based evaluation. The following sub sections briefly describe both the evaluation methods.

4.2 Simulation Based Evaluation Approaches

Simulation based evaluation begins with initially modelling the behaviour of the system under consideration with a set of inputs. The inputs have been used to trigger the system for validating the execution characteristics. Simulations have been particularly suited to investigate dynamic effects in the system. The system architect uses different levels of abstraction for the representation of both the application and architecture while modelling the system. Ptolemy [58], a system level simulation framework uses different Models of Computation (MoC) through which several behaviours of the desired application and target architecture has been annotated at various abstraction levels for the evaluation.

The work proposed by Lieverse et al. [59] annotates the application as a single event, which has been modelled based on its computational requirement using the Kahn Process Network (KPN) [60] model. The restriction with the KPN is that the time-dependent behaviour cannot be modelled. The Artemis [61] framework has restructured the KPN model by incorporating the concept of virtual processors and bounded buffers in order to resolve the occurrence of deadlock. To increase the accuracy of the evaluation process, the work described in [8, 16, 29, 35, and 62] use instruction-set simulation on a cycle- accurate level. The application under evaluation has been described in High Level Language (HLL), or in Assembly language for performing simulation at cycle-accurate level. Micro-architectural features such as cache and branch prediction have been evaluated for the application under consideration, using cycle accurate simulator models such as, Simplescalar [63] and SESC [64].

In order to bridge the gap in existing design methodology between high level models and Hardware Description Language (HDL), the Electronic System Level (ESL) design community introduced SystemC specification language, based on the standard known as Open SystemC Initiative (OSCI) [65]. The significance of SystemC is that, it incorporates the domain knowledge of C and C++ programming languages for system level modelling and evaluation. The OSCI group continuously upgrades the standard by incorporating new Application Programmers Interface (API) for the ease of designers. The latest standard is the SystemC Transaction Level Modelling (TLM) 2.0 in which modelling and development of complex system can be performed more efficiently. Simulation based evaluation techniques require re-targetable compilers, to support modifications that affect instruction set or data path during compilation of every application, considering all micro-architectural features. To automate the modification and mapping process, Architecture Description Languages (ADL) such as MESCAL [66], EXPRESSION [67] and LisaTek [68] have been proposed.

An executable model is often necessary for performing simulation based evaluation which is the major drawback of this evaluation technique. Moreover, the simulated workload must be chosen by the designer in a way that it represents a variety of typical working scenarios to avoid the optimization of the design for a special case.
4.3 Analytical Based Evaluation Methods

Analytical methods have been used to evaluate a design for a class of workloads in a single pass. Analytical methods always follow a pessimistic approach, which considers deterministic or worst-case behaviour with a reasonable assumption for the system under evaluation. In addition, building an executable model of the system as well as simulations might be too costly or even impossible at the time of the evaluation [6]. The analytical method has been mostly used for performing complex analysis of algorithms, dependency analysis of scheduling of tasks, and function call-graph analysis for determining the worst-case behaviour based on static profiling. Typical usage of analytical models for evaluating different design options can be found in [69] and [70]. The analytical approaches often provide less precise results than simulation based evaluation technique.

Table 1 presents the comparison of various techniques that have been used recently for covering the design space. The comparison is performed by considering parameters such as the representation scheme used for both the application and architecture considered, the simulators used for evaluating the single design point, the target architecture considered, the DSE methodology employed and the objectives that are taken into consideration during the exploration process.

5 FRAMEWORKS AVAILABLE FOR DESIGN SPACE EXPLORATION

This section provides a brief description of the various DSE frameworks/tools available. Followed by the description, Table 2 provides the comparison of various DSE frameworks with respect to the application/architecture models considered, the evaluation methodology and the exploration mode used.

The framework Ptolemy [58] studies the modelling, simulation and design of the concurrent, real-time embedded systems, for analyzing the interaction between the system components, using heterogeneous mixture of Models of Computation (MoC). SPADE [59], a system level framework, presents an architectural exploration method based on a single MoC, namely KPN. This framework follows the Y-chart principle for system level design based on various abstraction levels.

EXPRESSION [67] enables the modelling of a single programmable processor with its memory sub system. The simulator, compiler, and VHDL descriptions of the processor can be generated easily from the specifications of the processor. Lisa Tek [68] is another ADL for programmable processor, from which a cycle accurate simulator, assembler, and debugger can be generated. SpecC [78] is a modelling language that includes constructs like abstraction, orthogonalization of concerns and clearly defined interfaces, facilitating increased design reuse.

GRACE++ [79] is a SystemC based simulation environment for Network on Chip (NoC) centric MPSoC that targets abstraction levels higher than Register Transfer Logic (RTL) to achieve increased simulation speed. Co-centric System Studio Tool [73] is a SystemC based modelling environment for embedded system design. The tool supports different levels of abstraction and powerful debugging. ARTEMIS [61] yet another system level framework, has extended the work of SPADE by increasing the simulation speed and incorporating automatic heuristics for DSE. Mentor Seamless [80], an Electronic Design Automation (EDA) tool, enables the users to debug hardware/software integration issues early in the design cycle and supports combined simulation of HDL and ISS. StepNP framework [81] represents a development environment including the design aspects of architecture, application and tools. The main focus of this framework is to explore different network processor architectures.

EXPO [70] is a system level analytical DSE tool that targets the applications and SoC architecture in the domain of packet processing. PICO [82] framework constitutes one VLIW processing core, cache hierarchy, and one or several coprocessors. A coprocessor contains a number of functional units organized as a systolic array to accelerate compute-intensive loop nests of the original application description. MESCAL [69] aims at the design of heterogeneous, application - specific programmable multi processors. This framework is based on ADL, in which applications can be described using different combinations of MoCs. The framework MESH [83] raises the abstraction level from cycle-accurate modelling. Different techniques have been introduced to capture hardware effects, like complex processing elements and communication architectures by considering schedulers and scheduling operations as the key element.

MILAN [15] is a hierarchical DSE framework which includes various design space pruning techniques based on constraint satisfaction and symbolic search techniques. Metropolis [84]
includes modelling of Finite State Machine (FSM) at various abstraction levels, and incorporates simulation, modelling, synthesis, and validation tools. CASSE [85] is a fast, flexible, and modular SystemC based simulation environment for DSE and system level design at various abstraction levels. ARTS [86] is a SystemC based abstract system-level modelling and simulation framework, which allows the designers to model, analyze the components used at various levels of the design, and the interactions between them.

MPARM [62] a cycle accurate architectural simulator, focuses on the system level analysis and design tradeoffs in the usage of different processors, interconnections, memory hierarchies and other devices. SESAME [75] uses discrete event simulation language to implement its architectural models and extends the Artemis framework, thereby improving the simulation accuracy by incorporating fine-grained architectural models and implementing an automatic DSE technique. Hardware platforms based on Component based Design (CbD) has been addressed in the ROSES [87] framework. The major advantage of this framework is its reduced design effort and quick design composition and investigation.

Daedalus [88] another system level framework, incorporates the activities of the Sesame project and facilitates the designer to bridge the gap between system-level designs based on Sesame methodology and the final RTL implementation. MAMPS [89] is a design flow for mapping throughput constrained applications on MPSoC. It integrates several state-of-the-art mapping and synthesis tools into an automated tool flow. MULTICUBE [90] an automatic DSE framework, integrates the available standard evolutionary algorithms to be used at design time to find the best power and performance trade-offs. RSM is used for reducing the number of simulations. OPEN SCALE [91] is a tool for performing DSE for heterogeneous embedded multiprocessor systems with Network on Chip (NoC). FADSE [92] framework performs automatic DSE by integrating various simulators, thus enabling the exploration process to be completed in parallel across the computers. ArcheOpterix [93] framework is composed of several algorithms for performing DSE. The platform provides support for specifying, evaluating and optimizing the architecture of the component based software systems, taking into consideration the presence of uncertainty within the design parameters.

HeMPS [94] is an environment that comprises of different MPSoC models and Network On-Chip (NoC) models for aiding the DSE process with support for Instruction Set Simulation (ISS), Synthesizable VHDL and validation. DIPLODOCUS [95], a formal system level DSE framework, supports the analysis of the system at a lower abstraction, and formal verification. To perform formal analysis before and after mapping, a formal semantics has been provided within the framework to tasks, communication between tasks and channels onto hardware architectures. Heracles [96] is an open source tool based on fast Register Transfer Level (RTL) for performing DSE of multi core processors. The tool has been designed with high degree of modularity for supporting fast exploration of processors with different topologies, memory organization and routing schemes. MGSim [97] is an open source discrete event simulator for on-chip hardware components. The component library of MGsim includes support for core models with different instruction sets, multiple configurable caches with memory models, a configurable multi core interconnect, a dedicated I/O system and comprehensive monitoring and interacting facilities.

6. OPEN RESEARCH ISSUES IN MPSoC DSE

This section provides various research issues involved during MPSoC DSE,

a) Selection of processor
The first and foremost challenge for the system designer is to select the processor for the given application specification. Since the applications impose conflicting constraints such as power/performance trade off, the best choice for the designers is the heterogeneous processor which satisfies the specified constraints with better performance.

b) Mapping of Application Tasks onto Processors
The given application has to be divided into several tasks which are capable of executing in different processors. The designer has to select a suitable interconnection network for enabling processor to processor communication and synchronization.

c) Domain Knowledge based DSE
The DSE approaches which do not have any knowledge about the target platform are not suitable for exploring the corner cases of the Pareto points. In order not to compromise for the optimal
design solutions, domain knowledge about the target architecture should be incorporated in the DSE strategy. The inheritance of domain knowledge will definitely improve the search process toward the optimal and best design options.

d) Automatic DSE

Several researchers are still working toward providing necessary tools for MPSoC design. The current design flow does not inherently include the complete DSE process. The challenge for the designer is to incorporate a complete DSE strategy integrated with MPSoC design flow, which will automate the entire process. The integration of DSE strategy with the MPSoC design flow will provide a concrete platform for system architect to explore different options and choose best design for the given application.

7. SUMMARY AND CONCLUSION

This paper has provided a comprehensive survey of DSE techniques employed for MPSoC architectures. Various techniques implemented for covering the design space and evaluating a single design point have been briefly described. There are a number of framework/tools available for the design and synthesis of MPSoCs. A brief comparison of the available framework/tools has been described based on the various key parameters.

The following observations outline the prospects for future research:

a) Most methodologies found in the literature use GA and heuristic approaches for covering the design space. The disadvantage of using GA or heuristic techniques is that the optimal solution will not be always possible.

b) Very few implementations consider the analytic modelling of both the application characteristics and target architecture. Analytic modelling will aid the exploration process for better convergence towards getting an optimal solution.

c) A generic DSE framework without any assumptions of the target architecture and applications has not been proposed.

d) Automated DSE approaches are still at an early stage of research. There is a demand for a complete EDA tool in the design of MPSoC.

e) NoC based MPSoCs are very popular nowadays, but there are very few articles that are reported in the literature which provide DSE techniques for these types of architectures.

f) The MPSoC design community needs a well established and standardised DSE framework, which can be regarded as a benchmark and can be easily integrated with the commercially available EDA tools.

The other challenges include identification of application characteristics, program feature-driven DSE and clustering of applications which share the same promising architectural configurations.
<table>
<thead>
<tr>
<th>S.no</th>
<th>Author Name</th>
<th>Representation of Application</th>
<th>Representation of Architecture</th>
<th>Simulator/Framework Used</th>
<th>Target Architecture Considered</th>
<th>DSE Technique Employed</th>
<th>Objectives Considered</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Shee, et al. (2008)</td>
<td>High level language (HLL), C</td>
<td>Tensilica Xtensa Processor Core</td>
<td>Tensilica Instruction Set Simulator (ISS)</td>
<td>Heterogeneous ASIP</td>
<td>Manual/Exhaustive</td>
<td>Area</td>
</tr>
<tr>
<td>3</td>
<td>Jung, et al. (2011)</td>
<td>Thread Level</td>
<td></td>
<td>Simulation Tool in [71]</td>
<td>Multi-core</td>
<td>Exhaustive</td>
<td>Performance</td>
</tr>
<tr>
<td>4</td>
<td>Brandolese, et al. (2006)</td>
<td>Procedural Interaction Graph (PIG)</td>
<td>SystemC</td>
<td>Timing Simulation</td>
<td>Heterogeneous MPSoC</td>
<td>DoE, RSM</td>
<td>Performance</td>
</tr>
<tr>
<td>5</td>
<td>Palermo, et al. (2009)</td>
<td>High level language (HLL), C</td>
<td>Abstract Simulation Model</td>
<td>SESC</td>
<td>Homogeneous MPSoC</td>
<td>Performance</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>Beltrame et al. (2010)</td>
<td>High level language (HLL), C</td>
<td>CMP Simulation Platform Register File Modelling Using</td>
<td>VEX Tool Chain [74]</td>
<td>Homogeneous MPSoC</td>
<td>Decision Theory with MDP</td>
<td>Performance</td>
</tr>
<tr>
<td>8</td>
<td>Kokhazadeh, and Fatemi (2011)</td>
<td>Kahn Process Network (KPN)</td>
<td>abstract Graph Based</td>
<td>SESAME Framework [75]</td>
<td>Heterogeneous MPSoC</td>
<td>Weighted Sub sampling Algorithm</td>
<td>Performance</td>
</tr>
<tr>
<td>9</td>
<td>Piscitelli, and Pimentel (2012)</td>
<td>KPN</td>
<td>abstract Graph Based</td>
<td>SESAME Framework</td>
<td>Heterogeneous MPSoC</td>
<td>Throughput Analysis with GA</td>
<td>Performance</td>
</tr>
<tr>
<td>11</td>
<td>Javaid, et al. (2010)</td>
<td>High level language (HLL), C</td>
<td>Tensilica Xtensa Processor Core</td>
<td>Tensilica Instruction Set Simulator (ISS)</td>
<td>Heterogeneous ASIP</td>
<td>ILP and Heuristics</td>
<td>Area, Energy</td>
</tr>
<tr>
<td>15</td>
<td>Pomata, et al. (2012)</td>
<td>High level language (HLL), C</td>
<td>Verilog High Definition Language</td>
<td>FPGA Synthesis Tool</td>
<td>Heterogeneous ASIP</td>
<td>Multi Objective Evolutionary Algorithm (MOEA)</td>
<td>Performance</td>
</tr>
<tr>
<td>16</td>
<td>Jia Huang, et al. (2013)</td>
<td>Directed Acyclic Graph (DAG)</td>
<td>Heterogeneous Multiprocessor Simulation Platform</td>
<td>GENESYS Architecture Platform [77]</td>
<td>Heterogeneous Multiprocessor</td>
<td></td>
<td>Performance</td>
</tr>
<tr>
<td>No.</td>
<td>Authors (Year)</td>
<td>Methodology</td>
<td>Tool</td>
<td>Simulation/Template</td>
<td>Heterogeneity</td>
<td>Techniques</td>
<td>Performance/Analysis</td>
</tr>
<tr>
<td>-----</td>
<td>----------------</td>
<td>-------------</td>
<td>------</td>
<td>---------------------</td>
<td>--------------</td>
<td>------------</td>
<td>---------------------</td>
</tr>
<tr>
<td>21</td>
<td>Van Stralen, and Pimentel (2010)</td>
<td>KPN</td>
<td>Abstract Graph Based</td>
<td>SESAME Framework</td>
<td>Heterogeneous</td>
<td>Co-evolutionary GA &amp; Scenario Based Guidance</td>
<td>Performance</td>
</tr>
<tr>
<td>22</td>
<td>Mariani, et al. (2010)</td>
<td>Parallel Application from SPLASH</td>
<td>Abstract Architectural Model</td>
<td>SESC Simulator</td>
<td>Homogeneous</td>
<td>Correlation based</td>
<td>Criticality based Guidance for DSE Prediction Based Learning Algorithm</td>
</tr>
<tr>
<td>25</td>
<td>Van Stralen, and Pimentel (2012)</td>
<td>KPN</td>
<td>Abstract Graph Based</td>
<td>SESAME Framework</td>
<td>Heterogeneous</td>
<td>Scenario Based Guidance, with Feature Selection Algorithm</td>
<td>Performance</td>
</tr>
<tr>
<td>26</td>
<td>Van Stralen, and Pimentel (2013)</td>
<td>KPN</td>
<td>Abstract Graph Based</td>
<td>SESAME Framework</td>
<td>Heterogeneous</td>
<td>Scenario Based Guidance, with Feature Selection Algorithm</td>
<td>Performance</td>
</tr>
<tr>
<td>27</td>
<td>Mark Thompson and Pimentel (2013)</td>
<td>KPN</td>
<td>Abstract Graph Based</td>
<td>SESAME Framework</td>
<td>Heterogeneous</td>
<td>GA, with domain knowledge</td>
<td>Performance</td>
</tr>
</tbody>
</table>
### Table 2: Comparison Of Frameworks Used For Design Space Exploration

<table>
<thead>
<tr>
<th>S.no</th>
<th>Framework</th>
<th>Application Model Used</th>
<th>Architecture Model Used</th>
<th>Evaluation Methodology</th>
<th>Exploration Mode</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>GRACE++ (2001)</td>
<td>Abstract Graph Based</td>
<td>SystemC</td>
<td>Simulation Based</td>
<td>Manual</td>
</tr>
<tr>
<td>7</td>
<td>Co-Centric System Studio Tool (2000)</td>
<td>FSM, SDF, MATLAB, SystemC</td>
<td>Abstract to HDL</td>
<td>High – Level Synthesis</td>
<td>Manual, Scripts</td>
</tr>
<tr>
<td>8</td>
<td>ARTEMIS (2001)</td>
<td>KPN</td>
<td>Abstract</td>
<td>Instruction Accurate</td>
<td>Automatic Heuristics</td>
</tr>
<tr>
<td>11</td>
<td>EXPO (2002)</td>
<td>DAG task level</td>
<td>Abstract</td>
<td>Analytical Model Based Evaluation</td>
<td>GA based Evolutionary Optimizers</td>
</tr>
</tbody>
</table>
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