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ABSTRACT 

 Intrusion detection is an essential mechanism to protect computer systems from many attacks. We 
presented a contribution to the network intrusion detection process using six most representative 
classification techniques: decision trees, BayesNet, NaïveBayes, Rules, SVM, and Perceptron multi-layer 
network. In this paper, we presented a feature selection using random forest technique, towards two 
dimensional dataset reductions that are efficient for the initial and on-going training. The well known 
KDD'99 Intrusion Detection Dataset is tremendously huge and has been reported by many researchers to 
have unjustified redundancy, this makes adaptive learning process very time consuming and possibly 
infeasible. 20 attributes are selected based on errors and time metrics.   Performance and accuracy of the 
six techniques are presented and compared in this paper.  Finally, improvement of supervised learning 
techniques is discussed for detecting new attacks. The different results and experiments performed using 
the principal component analysis and the enhanced supervised learning technique are thoroughly presented 
and discussed. We showed that J48 is the best classifier model for IDS with reduced number of features. 
Finally, avenues for future research are presented. 
 
Keywords- IDS, KDD99,  Feature Selection, Classification, Decision Trees, Rules, Bayesnet,                
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1.  INTRODUCTION 
 
Internet is largely used in government, military and 
commercial institutions. The new emerging 
protocols and new network architectures permit to 
share, consult, exchange and transfer information 
from any place all over the world to any other one 
situated in different country. Despite the above 
progress, the actual networks are becoming more 
complex and are designed with functionality while 
security is not considered as a main goal. The 
concept of Intrusion Detection System (IDS) 
proposed by Denning (1987) is useful to detect, 
identify and track the intruders. An intrusion 
detection system (IDS) is a device or software 
application that monitors network or system 
activities for malicious activities or policy 
violations and produces reports to a management 
station.   The intrusion detection systems are 
classified as Network based or Host based attacks. 
The network based attack may be either misuse or 
anomaly based attacks. The network based attacks 
are detected from the interconnection of computer 
systems. The host based attacks are detected only 
from a single computer system and is easy to 
prevent the attacks. Data mining can help improve 
intrusion detection by adding a level of focus to 

anomaly detection [2]. It helps in to classify the 
attacks to measure the effectiveness of the system.  
 
Classification is the process of finding the hidden 
pattern in data. With the use of classification 
technique it is easy to estimate the accuracy of the 
resulting predictive model, and to visualize 
erroneous predictions. The goal of classification is 
to accurately predict the target class for each case in 
the data. 
The term data mining refers to the process of 
extracting useful information from large databases 
to find unsuspected relationship and to summarize 
the data in novel ways that are both understand- 
able and useful to data owner. It typically deals 
with the data that have already been collected for 
some useful purpose other than data mining 
analysis.  
Experimental results using WEKA show that by 
using the feature selection on KDD, it can decrease 
the time for building a model, also increases TP 
rate and accuracy when compared with 6 cluster 
algorithms. 
 
2. INTRODUCTION DETECTION 

TECHNIQUES 

 

In general IDSs may be analyzed as 
misuse/anomaly detection and network-based/host-
based systems. 
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2.1. Misuse detection 

Misuse detection depends on the prior 
representation of specific patterns for intrusions, 
allowing any matches to them in current activity to 
be reported. Patterns corresponding to known 
attacks are called signature-based. These systems 
are unlike virus-detection systems; they can detect 
many known attack patterns and even variations; 
thereof but are likely to miss new attacks. Regular 
updates with previously unseen attack signatures 
are necessary [3]. 
 

2.2. Anomaly detection 

Anomaly detection identifies abnormal behavior. It 
requires the prior construction of profiles for 
normal behavior of users, hosts or networks; 
therefore, historical data are collected over a period 
of normal operation. IDSs monitor current event 
data and use a variety of measures to distinguish 
between abnormal and normal activities. These 
systems are prone to false alarms, since user's 
behavior may be inconsistent and threshold levels 
will remain difficult to fine tune. Maintenance of 
profiles is also a significant overhead but these 
systems are potentially able to detect novel attacks 
without specific knowledge of details. It is essential 
that normal data used for characterization are free 
from attacks [3]. 
 

2.3 Data collection 

Intrusion detection is defined to be the process of 
monitoring the events occurring in a computer 
system and detect computer attacks and misuse, 
and to alert the proper individuals upon detection. 
In this paper, we use WEKA for the purpose of 
statistical analysis and feature selection on the 

KDD'99 dataset [4]. 

There are totally 4,898,431 connections recorded, 
of which 3,925,650 are attacks. For each TCP/IP 
connection, 41 various quantitative and qualitative 
features were extracted. 
 

2.4 Type of attacks 

The simulated attack fall in one of the following 
four categories [5]: 
i-  Denial of Service Attack (DOS): Attacks of this 

type deprive the host or legitimate user from using the 

service or resources.  

ii-  Probing or Surveillance Attack: These attacks 

automatically scan a network of computers or a DNS 

server to find valid IP addresses.  

iii- Remote to Local (R2L) Attack: In this type of 

attack an attacker who does not have an account on a 

victim machine gains local access to the machine and 

modifies the data.  

iv- User to Root (U2R) Attack: In this type of attack a 

local user on a machine is able to obtain privileges 

normally reserved for the super (root) users. 

 Each connection record consisted of 41 features 
and falls into the four categories are shown in Table 
1. The training set consists of  5 million 
connections. 

 

Table 1: Basic characteristics of the KDD 99 intrusion 

 

On the KDD'99 Dataset: Statistical Analysis for 
Feature information about network of computers 
for the apparent purpose of circumventing its 
security. Table 2 shows the distribution of intrusion 
types and their frequencies in datasets among 
attacks. 
 

Table 2:  Distribution of intrusion types in datasets 

Normal 
(97277) 

 

Probing 
(4107) 

DOS 
(391458) 

R2L 
(1126) 

U2R 
(52) 

Normal 

(97277) 

Nmap 

(231) 

Land  

(21) 

Spy  

(2) 

Buffer_over 

flow (30) 

 Portsweep 

(1040) 

POD 

 (264) 

Phf 

(4) 

Rootkit 

(10) 

Ipsweep 

(1247) 

Teardrop 

(979) 

Multihop 

(7) 

Loadmodule  

(9) 

Satan 

(1589) 

Back 

(2203) 

ftp_write 

(8) 

Perl 

(3) 

 Neptune 

(107201) 

Imap 

(12) 

 

Smurf 

(280790) 

Warezmaster 

(20) 
 Guess- passwd

(53) 
  Warezclient 

(1020) 

 

 
 
 
KDD CUP 1999 dataset have 41 different features 
shown in table 3. These features had all forms of 
continuous and symbolic with extensively varying 
ranges falling in four categories: basic, content, 
time-based traffic and host-based traffic features 
[6]. 
 

 
 

 

 

 

 

  Anomaly Misuse Normal 

Dataset DOS Probe U2R R2L 

10% 

KDD 

391458 4107 52 1126 97277 

Corrected 

KDD 

229853 4166 70 16347 60593 

Whole 

KDD 

3883370 41102 52 1126 972780 



Journal of Theoretical and Applied Information Technology 
 10

th
 June 2014. Vol. 64 No.1 

© 2005 - 2014 JATIT & LLS. All rights reserved.  

 

ISSN: 1992-8645                                                       www.jatit.org                                                          E-ISSN: 1817-3195      

 
109 

 

Table 3: Attributes/Features from the Selected 10% KDD 

Dataset 
No  Feature Name  No Feature Name  

1  Duration  22  is_guest_login  

2  protocol_type  23  Count  

3  service  24  srv_count  

4  flag  25  serror_rate  

5  src_bytes  26  srv_serror_rate  

6  dst_bytes  27  rerror_rate  

7  land  28  srv_rerror_rate  

8  wrong_fragment  29  same_srv_rate  

9  urgent  30  diff_srv_rate  

10  hot  31  srv_diff_host_rate  

11  num_failed_logins  32  dst_host_count  

12  logged_in  33  dst_host_srv_count  

13  num_compromised  34  dst_host_same_srv_ rate  

14  root_shell  35  dst_host_diff_srv_rate  

15  su_attempted  36  dst_host_same_src_ port_rate  

16  num_root  37  dst_host_srv_diff_host_rate  

17  num_file_creations  38  dst_host_serror_rate  

18  num_shells  39  dst_host_srv_serror_rate  

19  num_access_files  40  dst_host_rerror_rate  

20  num_outbound_  

cmds  

41  dst_host_srv_rerror_  

rate  

21 is_hot_login  

 
3. RELATED WORK  

 
Our literature survey reveals many results; In [7], 
they presented a survey on intrusion detection 
techniques, they identified strengths but also 
overcome the drawbacks. In [8], they evaluated the 
performance of two well known classification 
algorithms for attacks. Bayes net and J48 algorithm 
are analyzed. In [9], they compared the 
performance measure of five machine learning 
classifiers such as Decision tree J48, BayesNet, 
OneR, Naive Bayes and ZeroR. The results are 
compared and found that J48 is excellent in 
performance than other classifiers with respect to 
accuracy. In [10], they claimed for proper selection 
of SVM kernel function such as Gaussian Radial 
Basis Function, attack detection rate of SVM is 
increased and False Positive Rate (FPR) is 
decrease. In [11], they discussed about the 
combinational use of two machine learning 
algorithms called Principal Component Analysis 
and Naïve Bayes classifier. In [12], they presented 
a new classification method using Fisher Linear 
Discriminant Analysis (FLDA).  They claimed that 
the approach achieves good classification rate for 
R2L and U2R attacks. In [13], important features of 
KDD Cup 99 attack dataset are obtained using 
discriminant analysis method and used for 
classification of attacks.  They show that 
classification is done with minimum error rate with 
the reduced feature set. In [14], based on their 
results, best algorithms for each attack category is 
chosen and two classifier algorithm selection 
models are proposed.  They identified the best 

algorithms for each attack categories. In [15], they 

reduced the dimensions of NSL-KDD data set.  
Features are reduced 33 attributes; they suggested 
machine learning algorithm after selection process 
is SimpleCart for the intrusion detection that leads 
to improve the computer security alerts. In [16], 
they presented the relevance of each feature in 
KDD ’99 intrusion detection dataset to the 
detection of each class. Rough set degree of 
dependency and dependency ratio of each class 
were employed to determine the most 
discriminating features for each class. Empirical 
results show that seven features were not relevant 
in the detection of any class. In [17], they analyzed 
two learning algorithms (NB and BayesNet) for the 
task of detecting intrusions and compared their 
relative performances. BayesNet with an accuracy 
rate of approximately 99% was found to perform 
much better at detecting intrusions than NB with 11 
features. In [18], two significant enhancements are 
presented to solve these drawbacks. The first 
enhancement is an improved feature selection using 
sequential backward search and information gain. 
The second enhancement is transferring nominal 
network features to numeric ones by exploiting the 
discrete random variable and the probability mass 
function to solve the problem of different feature 
types.  In [19], they classified the NSL-KDD 
dataset with respect to their metric data by using the 
best six data mining classification algorithms like 
J48, ID3, CART, Bayes Net, Naïve Bayes and 
SVM to find which algorithm will be able to offer 
more testing accuracy.  Principal component 
analysis (PCA) technique for reducing the 
dimensionality of the data is used. With 41 and 23 
features, the SVM algorithm showed the highest 
accuracy compared with rest of the algorithms.  
However, they used only one metric for 
comparison. In this paper, we showed 20 features 
can lead to high performance with respect to many 
metrics.   
 
 
  4. FEATURE SELECTION   
Due to the large amount of data flowing over the 
network real time intrusion detection is almost 
impossible. Feature selection can reduce the 
computation time and model complexity.  
 

4.1 Random forests 

Random Forests (RF) is a special kind of ensemble 
learning techniques and robust concerning the noise   
and   the   number   of   attributes. In [20], they 
proposed an approach of feature selection using 
random forest to improve the performance of 
intrusion detection systems. The evaluation metrics 
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is conducted on 41 features and its selected subsets 
3, 5, 10 and 15 features. 
Feature selection processes involve four basic steps 
in a typical feature selection method shown in 
Figure 1[21]. First is generation procedure to 
generate the next candidate subset; second one is an 
evaluation function to evaluate the subset and third 
one is a stopping criterion to decide when to stop; 
and a validation procedure to check whether the 
subset is valid.   
 

 

 

 

 

 

Figure 1: Four key steps of Feature Selection  

To find out a subset out of 41 attributes listed 
Table 3, whose performance is equal to or greater 
than the performance given by the 41 attributes. 
For this purpose, we used the RRF (regularized 
random forest) package of r-tool [22,23] to rank 
the features with the help of their significance. 
We applied the feature selection of RRF package 
on the kddcup’99 dataset. Due to which we get 
the information gain for each feature of 
kddcup’99 dataset and we ranked the features 
according to their significance.  After that we 
used the random forest classifier of WEKA  
[24,25] tool to classify the feature set and check 
their performance. 

 
4.2. Information gain attributes evaluation: 

Information Gain Attribute evaluates the worth of 
an attribute by measuring the information gain with 
respect to the 23 classes [26]. 
 

Info��� � 	∑ �� log�����
��

��� 																		(1) 
 
Here Information gain G is computed by 
calculating pi the probability of occurrence of class 
i over total classes in the dataset. A feature F with 
values { f1, f2, …, f41 } can divide the training set 
into sij  which is a sample of class i contains  feature 

j.  The information gain of each feature is as 
follows: 
 

����	� � � ���	

�
∗

��

��	


��
���    j=1,..,41   (2) 

(1) and (2) are used to sort the features in 
decreasing order based on their information gains.  

4.3 Performance Measurement Terms  

Table 4 shows different attributes selection with 
respect to some criteria. Detection of attack can be 
measured by following metrics [27]: 

• True Positive rate (TP): Corresponds to the 
number of detected attacks and it is in fact attack. 
• False Positive rate (FP): or false alarm, 
Corresponds to the number of detected attacks but 
it is in fact normal. 
• Correctly classified instances (%): Performance 
is computed by asking the classifier to give its 
best guess about the classification for each 
instance in the test set. Then the predicted 
classifications are compared to the actual 

classifications to determine accuracy.  
• Root mean squared error RMSE: It is the most 
used and it is expressed in the same units as 
actual and predicted attacks.  
• A kappa statistic of 1 indicates perfect 
agreement between actual and predicted attacks. 
Higher kappa is better. 

Table 4: Evaluation metrics of Random Forest for feature 

selection 

 

 

 

 

 

 

 

 

 

 
The following figures are constructed for TP rate 
and time taken to build a model with different 
attribute numbers form the sorted table. 
 

 
Figure 2 TP rates 
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Figure 3:  time to build a model 

 

 In Figure 2, the value of TP converges to 1 
from 20 attributes, while in Figure 3, the time 
for building a model is less than other values 
above 20. Table 5 shows the information gains 
of the selected 20 features which have value 
above zero. 
 

Table 5: The selected 20 attributes for training data 

  
 

 

 

 

 

 

 

 

 

 

5. IDS CLASSIFICATION METHODS 

AND RESULTS 

Figure 3 shows a summary of the 
methodology presented in this paper. A 
comparison among classifiers is 
conducted. 
 
 
 
 
 
 
 
 
 
 

 

 

 

 

 

 

 

 

 

 

 

Figure3: Simplified methodology 

 
Table 7 shows the performance of each classifier 
for 2 models with respect to errors and kappa. 
Figures 4 and 5 visualize the 2 models with respect 
to kappa and RMSE. J48 and PART have the 
superiority over the other classifiers. 
 
Table 7: Comparison of classifiers with respect to error 
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Figure 4: Kappa statistics comparison 

 

 

 

 

 

 

Figure 5: Root mean squared error comparison 

 
 
A large set of machine learning and pattern 
classification algorithms trained and tested on KDD 
intrusion detection data set failed to identify most 
of the U2R and R2L attacks, as reported by many 
researchers in the literature.  Table 8   exposes the 
deficiencies and limitations of the KDD data set to 
argue that this data set should not be used to train 
pattern recognition or machine learning algorithms 

for misuse detection for these two attack categories. 

Analysis results clearly suggest that no pattern 
classification or machine learning algorithm can be 
trained successfully with the KDD data set to 
perform misuse detection for   U2R or R2L attack 
categories. From Table 8, J48 and rule PART have 
higher accuracy for normal and anomaly attack 
with 20 attributes. 
 

 

 

 

 
 

 

 

 
 

 

Table 8: Accuracy comparison 

 
 

 
 
 

 

 
 

 

 

 

 

 

 

 

 

 
 

 

 

 
 

 

 

Figure 6 to 8 illustrate comparisons on normal and 
anomalies. J48, PART and SVM-SMO are the best 
classifiers for normal detection. 

 

 
 

Figure 6: Test Accuracy of Class Normal Comparing 
with 41 & 20 Features 

 
 

Figure 7: Test Accuracy of Class probe attack 
Comparing with 41 & 20 Features 
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Figure 8: Test Accuracy of Class DOS attack Comparing 
with 41 & 20 Features 

 

The J48 algorithm with 20 attributes can be used as 
a training model for IDS [29]. The following figure 
summarizes the intrusion process. 

 

 

 

 

 

 

 

 

Figure 9: Proposed System for Intrusion Detection  

 

6. CONCLUSION AND 

FUTURE WORK 

In this paper, a comparative analysis has been done 
on the basis of detection rate, computational time 
and root mean square error. 20 attributes as feature 
set is used for the classification of the entire dataset 
with normal and attack record. It is found that this 
analysis gives good classification rate and 
minimum error rate when compared to the 
classification done using the full feature set, 
thereby reducing the burden of the IDS in working 
with a large feature set. To increase the 
classification rate of U2R and R2L attacks, we 
strongly recommend the following: 
(1) All researchers stop using the KDD Cup '99 
dataset, 
(2) The KDD Cup and UCI websites include a 
warning on the KDD Cup '99 dataset webpage 
informing researchers that there are known 
problems with the dataset, and 
(3) This data set must not be used for network-
intrusion detection. It does not reflect reality; it's 
simulated and old data.   

 In our future work, we suggest the following:    1. 
additional measures including more statistical tools 
will be employed.  
2. Other data mining tools than WEKA can be used 
for the analysis.  
3. A framework of hybrid intrusion detection 
system uses the snort and a selected training 
classification model to predict the type of attack for 
new dataset.   
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