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Abstract 

Development of the speaker recognition system with high recognition rates is still an active area for the 
researchers. Stochastic model based speaker recognition requires a large data for the training; otherwise 
poor recognition rates are obtained. This research deals with the problem of speaker recognition when only 
a few samples are available for training of the system. To avoid the low recognition rate caused by small 
speech corpus, automatic techniques for the enlargement of speech corpus are proposed in this paper. The 
reliability of the new enlarged corpus is evaluated by using it to train a GMM speaker recognition system. 
The system is trained by using different combinations of the new generated speech samples, which are 
obtained by applying the proposed enlargement techniques on the original training.  We test these methods 
when there is only one sample and when there are two samples. Each approach has various groups and 
every group has a different combination of the new generated samples. The results of the experiments are 
satisfactory. The obtained recognition rate with one sample is 89.39% for male speakers and 97.76% for 
female speakers. When there are two original samples the highest recognition rates is 100%.  
 

Key Words: Speaker Recognition, Corpus enlargement, Speech lengthening, Limited sample corpus, 

HMM, GMM 

 

1.  INTRODUCTION 

Speaker or speech recognition systems require 
large corpus with many samples in order to be able 
to model the speaker or the speech. Solving such 
kind of problem is still an important topic of 
research [1]. For speech recognition, Hidden 
Markov Model (HMM) and Gaussian Mixture 
Model (GMM) are the most widely used modeling 
techniques, while for speaker recognition GMM 
and Support Vector Machines (SVM) are the most 
widely used. All these techniques always require a 
large number of samples to train the system. In 
real life such data is sometimes not available or 
hard to collect.  Modeling the system with small 
size data set will produce a system with poor 
performance. To cope with this issue,   we propose 
automatic techniques to increase the number of 
samples in a speech corpus or database. 

 To overcome the problem of small size 
databases, a method named as Bagging was 
introduced by Breiman [2], [3] to reduce the 
classification errors. In addition, this method is 
also used to deal with small size data in many 
fields [4], [5].  Enhanced versions   of this method 
are proposed by Breiman in [6], [7]. Some other 

techniques to enlarge datasets are proposed in 
literature [8], [9]. These techniques are either 
specific to the data type or to the application field. 

Different manual techniques to increase the 
number of samples are discussed in [10], [11], 
[12]. These techniques are evaluated by 
performing different experiments on two types of 
speaker recognition systems. The first system uses 
the Mel-frequency Cepstral Coefficients (MFCC) 
with HMMs, while the other uses MFCCs with 
GMM. The obtained results were encouraging. 
The highest recognition rate was 90% when using 
HMM and 90.4% when using GMM.  The 
enlargement of the corpus was mainly done by 
manual techniques. In this paper, we propose full 
automatic techniques for corpus enlargement. 
Some of the techniques performed same function 
as by the manual ones in [10] and [11], other are 
new. Some of the techniques proposed in this 
paper are also used in [12].  

The automatic proposed techniques for the 
generation of new samples are lengthening of 
sample by automatic segmentation, automatic 
noise addition at different SNRs and, word 
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reversing of samples and lengthening the reversed 
word.  

Different techniques are introduced in the 
literature for lengthening of speech: segmental 
lengthening at prosodic boundaries and in accented 
syllables [13], waveform similarity overlap-and-
add (WSOLA) [14], synchronized overlap-and-add 
(SOLA) procedure [15], and time domain pitch-
synchronized OLA (TD-PSOLA) [16]. 

The proposed technique of lengthening a 
sample automatically detects the consonant 
phonemes of the word and extracts 25 or 50 
milliseconds around the center of the phoneme. 
Then, this segment is pasted at the end of place 
from where it was copied. This technique is 
implemented by three different methods. These 
methods differ from each other either by the size 
of the extracted segments or by the way of copying 
and pasting of the extracted segment.  

In noise addition, different types of noise, 
babble noise and train noise are added to the 
original training samples to emulate the effect of 
environment changes around the speaker.  Some 
samples are generated by reversing the original 
sample; moreover, few samples are generated by 
applying lengthening on reversed samples. All of 
the changes are done in the time domain, without 
changing the original characteristics of the 
speaker. This was verified by listening to the 
generated samples. 

By using these techniques the number of 
training samples in the database is increased by 38 
times than its original size. All these new 
generated samples are used to train the system by 
combining them in different ways. Each 
combination of the training samples is represented 
by a group. Each group contains the generated 
samples obtained by using a single technique or a 
combination of techniques. 

To investigate the usefulness of our proposed 
method, experiments with two different 
approaches are performed in this paper. In the first 
approach the system is trained by a single original 
training sample and its new generated samples, 
obtained by applying the proposed automatic 
techniques. In the second approach, the system is 
trained by the two original training samples and 
their generated samples. The system is tested by 
the remaining original samples in both approaches, 
where the total number of samples is five for every 
speaker of the database. 

This paper is organized as follows. Section 2 
describes the speech corpus and selection of data. 
Section 3 defines the speaker recognition system 
and its components. Section 4 illustrates the 

proposed techniques. Sections 5 and 6 describe the 
experiments and their results by using one and two 
original samples, respectively.  Section 7 provides 
conclusion and gives suggestions for future work. 

 
2.  SPEECH CORPUS 

The database used throughout our experiments 
contains 91 speakers: 78 male speakers, 8 females 
and 5 children.  The database was recorded at King 
Saud University, College of Computer and 
Information Sciences (CCIS), during the year 2007 
[17]. Each speaker of the database recorded five 
utterances of Arabic word “نعم” (/n/, /a/, /ʕ/, /a/, 
/m/), named as w1A, w1B, w1C, w1D, and w1E, at 
sampling frequency of 16 KHz and 16 bits per 
sample resolution. The meaning of that word in 
English is “yes” and it is commonly used word in 
daily life. It is a phonetically rich word and 
contains two occurrences of the vowel (فتحة /a/) 
and three phonemes, [ن] (/n/), [ع] (/ʕ/) and [م ] 
(/m/) at the start, middle and end of the word, 
respectively. We used this database because it was 
used in [10], [11] and we want to compare our 
automatic techniques to the manual techniques 
presented in [10] and [11].  

Three different subsets of the database are used 
to conduct the experiments. The subset A, B and C 
has 50, 37 speakers and 78 speakers, respectively, 
where subsets B and C contains only male 
speakers. The subset A contains 37 male speakers, 
8 female speakers and 5 children and it was the 
one used in [10] and [11]. This may not be the best 
composition for a database. Hence, in this paper, 
the children and female speakers are removed from 
subset A which left only 37 male speakers, and 
labeled this as subset B. Then, we used all the 
male speakers available in the original database. 
The number of male speakers in the original 
database is 78 and we named this subset as subset 
C.  

 
3.  SPEAKER RECOGNITION 

Speaker recognition systems consist of the 
feature extraction component and the modeling 
component. MFCC vectors are used to extract the 
characteristics of speakers and, GMM or HMM are 
used to construct speaker’s models.  

 

3.1. Mel-Frequency Cepstral Coefficients  

Speaker dependent features are extracted by 
using MFCC. MFCC simulates the behavior of 
human ear and use the Mel-Frequency scale 
[18].The MFCC are the mostly used feature in 



Journal of Theoretical and Applied Information Technology 
 20

th
 April 2014. Vol. 62 No.2 

© 2005 - 2014 JATIT & LLS. All rights reserved.  

 

ISSN: 1992-8645                                                       www.jatit.org                                                          E-ISSN: 1817-3195      

 
447 

 

speaker recognition due to their robustness against 
noise. Major components for MFCC extraction are 
frame blocking, windowing, fast Fourier 
transformation, Mel-frequency filtering, and 
discrete Cosine Transformation [19], [20]. The 
system uses a 25 milliseconds hamming window 
duration with a step size of 10 milliseconds.  

In the HMM experiments we used 12 MFCC 
while in the GMM experiments we used 12 and 36 
MFCC.  The 36 coefficients consist of 12 MFCC 
and their first and second order derivatives. 

 

3.2.  Hidden Markov Model 

In text-dependent applications, where there is a 
strong prior knowledge of the spoken text, 
additional temporal knowledge can be 
incorporated by using HMM [21], [22], and [23], 
which is a stochastic modeling approach used for 
speech/speaker recognition. 

Each phoneme of the word is modeled by one 
HMM model with every speaker having his own 
phoneme model.  Each phoneme model has three 
left to right active states; each state has one 
Gaussian. For a given speaker, each phoneme has 
its own model. These models can be used to find 
the speaker identity. The silence model is also 
included in the model set. This system is similar to 
the system presented in [10] and [11]. 

 

3.3. Gaussian Mixture Model 

The second modeling technique used is GMM 
[24] and [25]. GMM is a state of the art modeling 
technique that copes more with the space of the 
features, rather than the time sequence of their 
appearance. Each speaker is modeled by a GMM 
that represents, in a weighted manner, the 
occurrence of the feature vectors. The well-known 
method to model the speaker GMM is the 
Expectation-Maximization algorithm, where 
model parameters (Mean, variance and mixture 
coefficients) are adapted and tuned to converge to 
a model giving a maximum log-likelihood value. 

The GMM model is given by the weighted sum 
of individual Gaussians 
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4.  PROPOSED TECHNIQUES AND 

SAMPLES GENERATION 

New samples to enlarge the size of database and 
for training of the speaker recognition systems are 
generated by using the lengthening of a given 
sample, automatic noise addition at different SNRs 
and, word reversing. The lengthening is performed 
by automatic segmentation and is performed 
automatically by using the HTK toolkit [26]. New 
samples are generated by using each technique 
individually or by combining the output of more 
than one technique.  

 

4.1. Lengthening of Sample by Automatic 

Segmentation 

Lengthening of a sample by automatic 
segmentation is performed by using three different 
methods.  These methods are named as AS1, AS2 

and AS3, and they differ from each other either by 
the duration of the extracted segment or the way of 
copying and pasting of the segment into original 
sample. Duration of the extracted segment is 
different in the methods AS1 and AS2 but the way 
of copying and pasting the extracted segment is the 
same. In AS2 and AS3, duration of the extracted 
segment is kept constant but the method of 
appending the segment is different. Each of the 
above three methods of sample lengthening is 
elaborated separately in the following subsections.  

 

4.1.1 First lengthening method AS1 

In AS1, after the detection of a phoneme, a 
segment of 25 milliseconds is extracted from the 
sample, as shown in Fig. 1. This segment has two 
parts: one to the left side and   second part to the 
right side of the center of the phoneme, and they 
are named as g1 and g2, respectively.  The length 
of each part of the segment is the same, 12.5 
milliseconds. Before pasting the extracted 
segment, the whole speech signal at the right side 
of g2 is shifted, for the same amount of time (i.e. 
25 milliseconds) to make room for the extracted 
segment. The newly generated sample after 
applying AS1 is shown in Fig. 2. 

∑
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4.1.2 Second lengthening method AS2 

In AS2, a segment is extracted and pasted in the 
same way as in the method AS1 but its length is 50 
milliseconds and the length of each part, g1 and g2 , 
is 25 milliseconds.  

4.1.3 Third lengthening method AS3 

In this method, a segment of 50 milliseconds is 
extracted from the original training sample in the 
same way as extracted by using AS2 but pasted in 
a different way. Both parts of the extracted sample 
g1 and g2 have 25 milliseconds length each.  After 
extraction of the segment, its left part g1is pasted 
just after the place it was copied from and the rest 
of the sample is shifted towards its right. Similarly, 
the second part g2 of the extracted segment is 
pasted where g2 ends. This technique is labeled as 
AS3. Extraction of the segment and its pasting in 
the sample by using the method AS3 is shown in 
Fig. 3 and Fig. 4, respectively.   
 

 

Figure 1: Extraction of Segment by using the method 

AS1 

 
 

Figure 2: Sample after Appending the Extracted 

Segment by using AS1 

4.2. Adding Noises at Different SNRs 

Different samples are generated by adding two 
types of noise i.e. Babble Noise (BN) and Train 
Noises (TN) in the original training samples w1A 
and w1B. These noises are added at SNRs of 5 dB, 
10 dB and 15dB. The purpose of this technique is 
to simulate different environments around the 
speaker and/or different recording equipment. 

 
Figure 3: Extraction of Segment from the Signal by 

using AS3 

 

 
Figure 4: Sample after Appending the Extracted 

Segment by using AS3 

4.3. Word Reversing and its Lengthening 

In this technique, samples are generated by 
reversing the original samples and different 
methods of the lengthening are applied on the 
generated reversed samples. 

5.  SAMPLES GENERATION AND 

EXPERIMENTS BY USING ONE 

SAMPLE 

Sixteen different samples are generated by 
applying the proposed techniques on the original 
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training sample w1A. The experiments are 
performed by considering the three different 
subsets of the database; these are subsets A, B, and 
C which contain 50, 37 and 78 speakers, 
respectively. 

 

5.1. Samples Generation from the First Original 

Sample w1A 

Six new samples are generated by applying the 
method AS1 and AS2 on the sample w1A. As 
discussed in section 2, original speech sample w1A 
contains three phonemes [ن], [ع] and [م]. The 
samples, say w2, w3 and w4, are generated by 
applying AS1 on the sample w1A. The sample w2 is 
generated after automatic detection of the phone 
 and then the segment containing middle of the ,[ن]
phone is extracted and pasted into w1A. Similarly, 
samples w3 and w4 are generated by detecting [ع] 
and [م] respectively and then the segment 
containing middle of the phone is extracted and 
pasted in w1A.The lengthening techniques AS2 is 
applied on w1A to generate three more generated 
samples, named as w5, w6 and w7. The lengthening 
techniques AS3 is applied on w1A to generate three 
more generated samples, named as w34, w35 and 
w36. 

Babble noise of 5 dB, 10 dB and 15 dB SNR is 
added to the original training sample w1A which 
produces three samples w8, w9 and w10 
respectively. Three more samples, referred to as 
w11, w12 and w13 are generated by adding train 
noise at the three levels of SNRs. 

The samples w15, w16, w17 are generated by 
applying the lengthening technique AS1 on the 
reverse of the original samples, which we called 
w14. By applying AS3 on w14 we get w37, w38 and 
w39. 

A summary of all the generated samples from 
the original training samples w1A with their 
method of generation are presented in Table 1. 
Different codes in the last column of the Table1 
are introduced which provide the information 
about the generated samples. For instance, L1R1A 

refers to the samples that are generated by the first 
method of the lengthening of sample when applied 
on the reverse of the sample w1A. 

 

5.2.  EXPERIMENTAL SETUP 

In order to confirm that the new generated 
samples contain supplementary information about 
the speakers, two initial experiments are 
performed. In the first experiment, named Exp1, 
the system is trained with an original sample and 

four copies of it, and tested with another original 
sample. The obtained recognition rate was 10%, as  

 

Table 1: Summary of Samples Generated from w1A 

Proposed Techniques 
Applied 

on 

Generated 

Samples 
Codes 

Lengthening 

of Samples 

AS1 w1A w2, w3, w4 L11A 

AS3 w1A 
w34, w35, 

w36 
L31A 

AS2 w1A w5, w6,w7 L21A 

Addition of 

Noise  

BN w1A 
W8, 

w9,w10 
BN1A 

TN w1A 
w11, w12, 

w13 
TN1A 

Word Reversing w1A w14 R1A 

Lengthening 

of Reversed 

Samples 

AS1 w14 
w15, w16, 

w17 
L1R1A 

AS3 w14 
w37, w38, 

w39 
L3R1A 

 
expected, which is very low since information 
contained in one sample is not sufficient for  
identification of the true speaker. In the second 
experiment, named Exp2, the system is trained 
with four generated samples and tested with the 
original sample of these samples, and we obtained 
100% recognition rate. This result is obtained due 
to supplementary or additional information 
obtained during the training of the system by the 
new generated samples. However, this is not a real 
test, because the system should be tested with 
other original samples. 

To evaluate the performance of the proposed 
techniques, all experiments are performed on two 
types of the recognition system. Both systems use 
MFCC as a feature extraction technique to capture 
the speaker dependent characteristics but differ in 
modeling techniques. The first system uses HMM 
and the second uses GMM to construct the 
acoustic models of speakers. The systems are 
trained by using the first original sample w1A and 
different combinations of the samples generated 
from w1A, and tested with the remaining original 
samples w1B, w1C, w1D, and w1E. Each combination 
of the generated samples is represented by a group. 
The list of these groups with training and testing 
samples is presented in Table 2. 

5.3. Results when using One Original Sample 

The experiments are conducted by using three 
subsets, A, B and C, of the database. Initially, 
experiments were conducted only for the first eight 
groups, from G1 to G8, with HMM and GMM to 
compare the response of the proposed techniques 
with the performance of the manual technique. 
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Table 2: List of the Groups for the Training 

Group Training samples 
Testing 

samples 

G1 w1A, L11A 

w1B, w1C, 

w1D, w1E 

G2 w1A, L21A 

G3 w1A, L11A, L21A 

G4 w1A, L11A, L21A, R1A 

G5 w1A, L11A, L21A, L1R1A 

G6 w1A, L11A, L1R1A 

G7 w1A, L11A,BN1A 

G8 w1A, L11A, BN1A , TN1A 

G9 w1A, L11A,TN1A 

G10 w1A, L21A,BN1A 

G11 w1A, L21A,TN1A 

G12 w1A, L21A, BN1A , TN1A 

G13 w1A, L11A, L21A,BN1A 

G14 w1A, L11A, L21A,TN1A 

G15 w1A, L11A, L21A,BN1A , TN1A 

G16 w1A, L11A, R1A 

G17 w1A, L21A, R1A 

G18 w1A, , L21A,, L1R1A 

5.3.1. HMM results for the subset A 

The recognition rates of the groups G1, G2, G3, 
G4, G5, G6, G7 and G8 by using HMM based 
speaker recognition system are presented in Table 
3. Every time one of the groups is used to train the 
system for the speaker recognition task and the 
system is tested by the four original samples w1B, 
w1C, w1D, w1E. The database is subset A which has 
50 speakers. 

Table 3: Recognition Rates (%) for HMM  

Groups Recognition Rates 

G1 85 

G2 79.40 

G3 88 

G4 69.70 

G5 67.17 

G6 71.72 

G7 68.90 

G8 77.78 

 
A comparison of results of the groups is 

provided in Fig.5. The groups are aligned in 
descending order of their recognition rates along 
the X-axis and their recognition rates in percentage 

are along Y-axis. The recognition rate of group 
G3, which is 88%, is better than that of groups G1 
and G2. Group G3 is using the combination of the 
methods AS1 and AS2, while G1 and G2 are using 
method AS1 and AS2 respectively. The result of 
group G8 which uses both types of noise at 
different SNRs is also encouraging as compared to 
G7 which has only one type of noise. But groups 
G4, G5 and G6, obtained by applying word 
reversing and its lengthening, did not show 
promising results.  

 
Figure 5: Comparison of Groups for HMM. 

5.3.2. GMM results for the subset A 

To evaluate the accuracy of the proposed 
technique, different experiments are performed by 
using GMM, while speaker dependent properties 
are captured by using MFCC. The experiments 
show that variation in number of MFCCs and 
number of GMM mixtures affects the recognition 
rate, as presented in Table 4 and Table 5.  The 
results in these tables are found by using 12 and 36 
MFCCs with 4, 8, 16 and 32 GMM mixtures. The 
database is the subset A that has 50 speakers. 

Table 4:  Recognition rate (%) for Subset A with 12 
MFCCs 

Group 

12MFCC 

4 

GMM 

8 

GMM 

16 

GMM 

32 

GMM 

G1 78.00 74.00 64.00 46.00 

G2 77.50 80.50 79.00 64.00 

G3 79.00 74.00 73.00 55.00 

G4 80.81 81.82 76.26 53.03 

G5 87.88 83.33 82.32 74.75 

G6 85.35 77.78 77.78 63.13 

G7 77.78 80.30 73.23 63.13 

G8 87.88 89.90 84.34 65.66 

Table 5: Recognition rate (%) for Subset A with 36 
MFCCs 

Group 

36MFCC 

4 

GMM 

8 

GMM 

16 

GMM 

32 

GMM 

G1 79.00 60.00 47.00 28.00 

G2 77.50 63.50 46.50 35.50 

G3 83.00 75.00 60.00 37.00 

G4 76.77 69.19 59.60 38.89 

R
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G5 89.39 78.28 70.71 46.97 

G6 77.78 66.16 62.63 42.42 

G7 71.21 56.06 43.94 20.20 

G8 88.38 84.85 71.72 50.00 

Comparisons of the results of all the above 
groups when using different number of GMM 
mixtures are depicted in Fig. 6 and Fig. 7. 
Recognition rates with 12 MFCCs are presented in 
Fig. 6 and that of with 36 MFCCs are provided in 
Fig. 7. Recognition rates for 4 and 8 GMM 
mixtures with 12 MFCCs are almost same. But 
recognition rate with 4 mixtures clearly 
outperform the 8, 16 and 32 mixtures for 32 
MFCCs. For higher number of mixtures, 
recognition rates decrease as compared to 4 and 8 
mixtures, for all MFCCs. 

The highest recognition rates for the method 
AS1 (group G1) and AS2 (group G2) are 79% and 
80.50%, respectively. The system parameters for 
G1 are 4 mixtures and 36 MFCCs, and for G2, 
parameters are 8 GMM and 12 MFCCs. The 
highest recognition rate for word reversing and its 
lengthening is 89.39%, when the technique is used 
with the combination of AS1 and AS2 (group G5), 
with 4 mixtures and 36 MFCCs. The recognition 
rate of 89.90% is obtained when both types of 
noise, babble and train noise, are combined with 
the method AS1. This result is obtained for group 
G8 with 8 mixtures and 12 MFFCs. It is the 
maximum result achieved by using GMM for any 
group and is a 1.90% improvement as compared to 
HMM result. 

By comparing the results of HMM and GMM 
we see that GMM is better overall. Therefore, in 
the rest of the paper we will use only GMM. 

 

 
Figure 6: GMM Recognition Rate with 12 MFCC 

 

 
Figure 7: GMM Recognition Rate with 36 MFCC 

To test the method AS3 some more experiments 
are performed with the new groups, G19 to G22, 
as presented in Table 6. In these groups 
lengthening technique AS3 and/or other proposed 
techniques are used to generate new samples. The 
recognition rates for groups, G19 to G22, are 
presented in Table 7 and Table 8 for 12 and 36 
MFCC, respectively. 

Table 6: Groups of the First Approach with AS1and 

AS3 

Group Training samples 
Testing 

samples 

G19 w1A, L31A 

w1B, w1C, 

w1D, w1E 

G20 w1A, L11A, L31A 

G21 w1A, L11A, L31A, R1A 

G22 w1A, L11A, L31A, L3R1A 

Table 7: Recognition rate (%) for Subset A with 

12MFCCs 

Groups 

12MFCC 

4 

GMM 

8 

GMM 

16 

GMM 

32 

GMM 

G19 79 79 78 60 

G20 82 79.5 79 58 

G21 80.30 81.31 77.78 60.61 

G22 85.35 78.28 76.26 56 

Table 8: Recognition rate (%) for Subset A with 36 
MFCCs 

Groups 

36MFCC 

4 

GMM 

8 

GMM 

16 

GMM 

32 

GMM 

G19 82 72 64 47 

G20 77.78 74.75 52.02 37.37 

G21 78 71.50 57.50 28.50 

G22 77.78 68.69 64.14 49.49 

 
The recognition rate for the group G19, using 

the method AS3, is 82% with 4 mixtures and 36 
MFCCs, showing improvement of 3% and 4.50% 
as compared to G1(using AS1) and G2 (using 
AS2), respectively, with same parameters.  The 
recognition rate for the group G20 achieved 3% 
improvement as compared to G3, with 4 mixtures 
and 12 MFCCs. The group G20 is using 
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combination of AS1 and AS3 for samples 
generation, while G3 is using combination of AS1 
and AS2. 

In tables 7 and 8, the results are higher when 4 
mixtures are used; hence, in Table 9, the results of 
the groups using AS1 and AS2 with the results of 
the corresponding groups using AS1 and AS3 are 
compared, all using 4 mixtures. 

 

 
 

 

Table 9: Comparison of AS1 and AS2with AS1 and AS3 
and AS3 

AS1 and AS2 AS1 and AS3 

Gr. 

Recognition Rates 

Gr. 

Recognition Rates 

12 

MFCC 

36  

MFCC 

12  

MFCC 

36  

MFCC 

G1 78 79 G19 79 82 

G3 79 83 G20 82 77.78 

G4 80.8 76.8 G21 80.30 78 

G5 87.9 89.4 G22 85.35 77.78 

 
From the previous discussion and from Table 9 

we can see that there is no significant 
improvement in the recognition rates for technique 
AS3 as compared to AS1 and AS2 for other groups. 
This is the reason that we conduct the rest of the 
experiments by using those groups that are 
generated by using AS1 and AS2. 

5.3.3. GMM results for the subset B 

All groups of Table 2 are evaluated for the 
subset B which contains only male speakers. The 
results of all groups with different number of 
GMM mixtures with 12 MFCC features are 
presented in Table 10 and that of with 36 MFCC 
are provided in Table 11. 

The average results of all the groups for 4, 8, 
16 and 32 mixtures with 12 MFCCs are 98.50%, 
98.65%, 98.35% and 97%, respectively, and that 
of with 36 MFCCs are 98.46%, 98.01%, 97.15% 
and 92.27%.There is no significant difference in 
the averages for all number of mixtures with 12 
MFCCs but for 36 MFCCs average with 32 
mixtures is significantly down as compared to the 
others.  

Table 10:  Recognition rate (%) for Subset B with 12 

MFCCs 

Group 

12MFCC 

4 

GMM 

8 

GMM 

16 

GMM 

32 

GMM 

G1 99.32 98.65 98.65 94.59 

G2 98.65 98.65 97.30 85.81 

G3 97.97 97.97 97.30 91.22 

G4 98.65 99.32 97.97 99.32 

G5 97.97 98.65 98.65 97.97 

G6 98.65 98.65 98.65 97.97 

G7 98.65 98.65 99.32 98.65 

G8 97.97 98.65 97.97 97.30 

G9 98.65 97.97 98.65 98.65 

G10 97.97 98.65 97.97 97.30 

G11 97.97 98.65 98.65 99.32 

G12 98.65 98.65 99.32 98.65 

G13 97.97 98.65 98.65 97.97 

G14 98.65 98.65 98.65 97.97 

G15 98.65 99.32 97.97 99.32 

G16 99.32 98.65 97.97 97.97 

G17 98.65 98.65 97.97 98.65 

G18 98.65 98.65 98.65 97.30 

Table 11: Recognition rate (%) for Subset B with 36 

MFCCs 

Group 

36MFCC 

4 

GMM 

8 

GMM 

16 

GMM 

32 

GMM 

G1 97.97 93.92 92.57 79.73 

G2 97.97 96.62 93.92 81.08 

G3 97.97 97.97 93.92 74.32 

G4 98.65 98.65 98.65 96.62 

G5 97.97 97.97 98.65 97.97 

G6 98.65 98.65 98.65 96.62 

G7 98.65 97.97 97.30 94.59 

G8 98.65 98.65 98.65 95.27 

G9 98.65 97.97 97.30 93.92 

G10 98.65 98.65 98.65 93.24 

G11 98.65 98.65 97.97 90.54 

G12 98.65 98.65 97.97 96.62 

G13 98.65 97.97 97.30 93.24 

G14 98.65 97.97 96.62 91.89 

G15 97.97 98.65 97.97 96.62 

G16 99.32 97.97 97.97 95.95 

G17 98.65 98.65 97.30 95.95 

G18 97.97 98.65 97.30 96.62 

 
The maximum recognition rate for 12 MFCCs is 

99.32% for 9 different groups as highlighted in 
Table 10. The highest recognition rate for 36 
MFCCs is 97.97% and it comes with 32 mixtures 
for group G5. 
 

5.2.3. GMM results for the subset C 

The performance of all the groups of Table 2 
when using subset C is provided in the Table 12 
and Table 13 for 12 MFCCs and 36 MFCCs, 
respectively, with different number of GMMs. 

For 12 MFCC with 4, 8, 16 and 32 mixtures, 
averages of recognition rates for all the groups are 
95.98%, 94.85%, 93.20 and 86.95%.  The average 
recognition rate for 4 and 8 mixtures is better 
when compared to 16 and 32 mixtures. The 
averages for 36 MFCCs are 95.71%, 93.04%, 
86.09% and 71.69% for 4, 8, 16 and 32 mixtures, 
respectively. The maximum recognition rate for 12 
MFCCs is 97.44% which is for the group G12, 
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G15 and G18. The highest rate for 36 MFCCs is 
97.76% which is obtained for the group G12. This 
group contains samples generated by addition of 
babble and train noise and second method of 
lengthening.  
 

Table 12:  Recognition rate (%) for Subset C with 12 

MFCCs 

Group 

12MFCC 

4 

GMM 

8 

GMM 

16 

GMM 

32 

GMM 

G1 92.95 91.99 88.78 67.63 

G2 94.23 93.27 91.03 69.87 

G3 94.87 91.67 88.14 79.17 

G4 96.47 95.83 90.38 88.78 

G5 93.91 94.55 93.59 89.42 

G6 95.83 95.19 90.38 84.94 

G7 97.12 95.51 95.19 92.63 

G8 97.12 95.83 96.47 95.19 

G9 97.12 94.55 94.55 91.99 

G10 96.15 94.87 93.59 93.27 

G11 95.83 95.83 95.19 93.59 

G12 97.44 95.83 96.47 92.95 

G13 96.79 96.15 94.87 89.42 

G14 96.47 95.51 93.27 88.78 

G15 96.47 97.44 94.87 91.99 

G16 96.15 94.55 92.31 83.33 

G17 95.19 94.23 94.23 84.94 

G18 97.44 94.55 94.23 87.18 

Table 13: Recognition rate (%) for Subset C with 36 
MFCCs 

Group 

36MFCC 

4 

GMM 

8 

GMM 

16 

GMM 

32 

GMM 

G1 93.27 84.94 62.18 51.28 

G2 93.27 82.69 74.68 43.91 

G3 93.27 89.42 75.96 45.83 

G4 96.79 95.19 80.13 64.10 

G5 95.51 95.51 95.51 90.38 

G6 96.79 94.87 93.27 79.81 

G7 95.19 92.31 89.10 73.40 

G8 97.12 96.15 93.27 83.33 

G9 94.87 94.55 87.50 79.17 

G10 96.79 91.67 90.06 76.60 

G11 94.87 92.95 83.33 69.23 

G12 97.76 97.44 92.63 85.26 

G13 97.44 91.99 88.46 64.42 

G14 94.87 94.23 80.45 65.38 

G15 96.79 94.23 91.03 85.58 

G16 96.15 94.23 88.14 70.19 

G17 95.51 96.15 91.67 76.28 

G18 96.47 96.15 92.31 86.22 

 
6.  SAMPLES GENERATION AND 

EXPERIMENTS BY USING TWO 

SAMPLES 

Sixteen more samples are generated from the 
second original sample w1B to enhance the number 
of samples in the database. These samples are used 
with the samples generated from w1A to train the 

system. The performance of the proposed 
techniques is evaluated by using subset A of the 
database which contains children, females and 
males.  

6.1. Sample Generation from Second Original 

Sample w1B 

Six different samples are generated by applying 
the techniques AS1 and AS2 on the sample w1B one 
by one. These samples are w18, w19, w20, w21, w22 
and w23, and are generated in the same way as in 
previous section for samples w1, w2, w3, w4, w5, 
and w6 from the original sample w1A. SNR levels 
of 5dB, 10dB and 15dB for both types of noise, 
babble and train, are added to the sample w1B to 
generate the new samples w24, w25, w26, w27, w28 

and w29. The new sample w30 is generated by 
reversing the sample w1B. At the end, three more 
samples w31, w32 and w33 are obtained from w30 
after applying AS1. The generated samples are 
presented in Table 14. 

Table14: Summary of Samples Generated from w1B 

Proposed Techniques 
Applied 

on 

Generated 

Samples 
Codes 

Lengthening 

of Samples 

AS1 w1B 
w18, w19, 

w20 
L11B 

AS2 w1B 
w21, 

w22,w23 
L21B 

Addition of 

Noise 

BN w1B 
w24, 

w25,w26 
BN1B 

TN w1B 
w27, w28, 

w29 
TN1B 

Word Reversing w1B W30 R1B 

Lengthening 

of Reversed 
Samples 

AS1 W30 
w31, w32, 

w33 
L1R1B 

 

6.2. Experimental Setup 

Two original samples w1A and w1B and their 
corresponding generated samples are used for the 
training and the remaining three original samples 
w1C, w1D, w1E are used for the testing. The methods 
AS1 and AS2 are used individually or their 
combination or combined with other proposed 
techniques. The list of the groups of this second 
approach is presented in the Table 15. The 
techniques to generate the samples in groups S1 to 
S8 are same as for G1 to G8, where groups G1 to 
G8 were created from one original sample while 
groups S1 to S8 are created using two original 
samples. 
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Table 15: Groups of the Second Approach with Training 

and Testing Samples 

Groups Training samples 
Testing 

samples 

S1 w1A, w1B, L11A, L11B 

w1C,w1D, 

w1E 

S2 w1A, w1B, L21A, L21B 

S3 w1A, w1B, L11A, L11B, L21A, L21B 

S4 
w1A, w1B, L11A, L11B, L21A, L21B, 

R1A, R1B 

S5 
w1A, w1B, L11A, L11B, L21A, L21B, 

L1R1A, L1R1B 

S6 w1A, w1B, L11A, L11B, L1R1A, L1R1B 

S7 w1A, w1B, L11A, L11B, BN1A, BN1B 

S8 
w1A, w1B, L11A, L11B, BN1A, BN1B, 

TN1A,TN1B 

 

6.3. Results by using Two Original Samples 

All experiments are performed by using GMM 
based recognition system for subset A of the 
database and the results are provided in Table 16 
and Table 17. The recognition rates of Table 16 
and Table 17 are obtained by using 4, 8, 16 and 32 
mixtures with 12 MFCCs and 36 MFCC, 
respectively.  

Table 16: Recognition rate (%) for Subset A with 12 

MFCC 

Groups 

12 MFCC 

4 

GMM 

8 

GMM 

16 

GMM 

32 

GMM 

S1 100 100 99.33 94.67 

S2 100 98.67 100 98.67 

S3 99.33 98.67 98.67 93.33 

S4 100 100 99.33 95.33 

S5 100 100 98.67 95.33 

S6 100 100 100 95.33 

S7 100 100 100 97.33 

S8 100 100 100 98.67 

Table 17: Recognition rate (%) for Subset A with 36 

MFCC 

Groups 

36 MFCC 

4 

GMM 

8 

GMM 

16 

GMM 

32 

GMM 

S1 96 96 84.67 68 
S2 98.67 92 90 68.67 
S3 96.67 92 85.33 66.67 
S4 100 98.67 98.67 94 
S5 100 100 100 98.67 
S6 100 100 99.33 95.33 
S7 98.67 91.33 80 66.67 
S8 99.33 95.33 93.33 74 

 

By analyzing Table 16 and Table 17, it is 
concluded that recognition rates for 4 mixtures 
outperforms 8, 16 and 32 mixtures for all numbers 
of MFCCs. Recognition rates for 12 MFCCs are 
better than 32 MFCCs most of the time. Moreover, 
training with two original samples provides much 
better result than training with one original sample.  

In the experiments that use one training sample, 
the groups G1, G2 and G3 have 78%, 77.50% and 
79%, respectively, with 12 MFCCs and 4 GMM. 
The methods AS1 and AS2 are used in the groups 
G1and G2, respectively, and a combination of AS1 
and AS2 is used in G3. While in the experiments 
that use two training samples, recognition rates of 
the groups S1, S2 and S3 are 100%, 100% and 
99.33%, respectively, with 12 MFCCs and for 4 
mixtures. The methods AS1, AS2 and their 
combination is used in the groups S1, S2 and S3 
respectively. Hence, training by using two original 
samples performed well as compared to one 
sample. 

The groups G4, G5 and G6 have same methods 
of generation as S4, S5, and S6. Recognition rate 
of each of the groups S4, S5, S6 is 100% which is 
much higher than the recognition rate of groups 
G4, G5 and G6. The group G5 has maximum 
recognition rate, which is 89.39% for 36 MFCCs 
and 4 mixtures. Furthermore, the recognition rates 
of all the groups Gi and Si, where i = 1, 2, 3 …, 8, 
when using 12 MFCCs are better as compared to 
when using 36 MFCCs; and 4 mixtures again 
outperforms 8, 12 and 32 mixtures. 

Babble noise is added in the samples of group 
S7 and they are used with the samples generated 
by the method AS1 for training of the developed 
system. While in group S8, two types of the noise, 
Babble and Train Noises, are added in the samples 
and they are used with the samples generated by 
the methods AS1 and AS2.  The recognition rates 
for both groups are 100%.  

 
7.  COMPARING THE PERFORMANCE OF 

THE MANUAL AND AUTOMATIC 

LENGTHENING TECHNIQUES 

Table 18 compares the performance of manual 
and automatic approaches when the modeling 
technique is based on HMMs and uses subset A of 
the database. Tables 19 and 20 compare the two 
methods when the modeling technique is GMM 
and the subset is Subset A and Subset B 
respectively. Since 4 mixtures had the best rate 
with both the manual and automatic lengthening, 
hence we included only the results of 4 mixtures in 
tables 19 and 20. The naming of the groups in this 
paper is different from the naming of the groups in 
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the paper which had the result of the manual 
technique [11], so in the three Tables 18, 19, and 
20, we compare the results of the group in this 
paper with the corresponding group in [11]. 

From Table 18, we can see that the manual and 
automatic techniques had a similar overall 
performance. Table 19 presents the result when 
using subset A. We can see that the manual 
technique performs better, while at many instances 
they were near. The maximum rate for manual 
method is 91.4% and maximum rate for automatic 
method is 89.4 %, obtained at same configuration. 
From Table 20, presenting the result when using 
subset B, the automatic technique had an excellent 
performance, 97.97- 99.32 and it was always 
higher than the manual technique, around 8%. 

Table 18. Performance Comparison of the Manual and 

Automatic techniques when using HMM and Subset A 

Manual  Automatic 

Groups 
Recognition 

Rates 
Groups 

Recognition 

Rates 

L1 70 G1 85 

L2 63 G2 79.40 

L3 83 G3 88 

R5 87 G4 69.70 

R6 90 G5 67.17 

R2 88 G6 71.72 

N1 75 G7 68.90 

N3 72 G8 77.78 

Table 19. Performance comparison of the Manual and 

Automatic techniques when using GMM and Subset A 

Manual  Automatic 

Groups 

Recognition 

Rates 
Groups 

Recognition 

Rates 

12 

MFCC 

36  

MFCC 

12  

MFCC 

36  

MFCC 

L1 79 83.8 G1 78.00 79.00 

L2 87 87.5 G2 77.50 77.50 

L3 90 82.8 G3 79.00 83.00 

R5 88 89 G4 80.81 76.77 

R6 89 91.4 G5 87.88 89.39 

R2 88.9 88.9 G6 85.35 77.78 

N1 88.9 85.4 G7 77.78 71.21 

N3 88.4 88.9 G8 87.88 88.38 

Table 20. Performance Comparison of the Manual and 

Automatic techniques when using GMM and Subset B 

Manual  Automatic 

Groups 

Recognition Rates 

Groups 

Recognition Rates 

12 

MFCC 

36  

MFCC 

12  

MFCC 

36  

MFCC 

L1 91.2 90.5 G1 99.32 97.97 

L2 90.5 90.5 G2 98.65 97.97 

L3 89.2 90.5 G3 97.97 97.97 

R5 93.2 90.5 G4 98.65 98.65 

R6 92.6 89.9 G5 97.97 97.97 

R2 91.2 90.5 G6 98.65 98.65 

N1 91.2 91.2 G7 98.65 98.65 

N3 91.2 92.6 G8 97.97 98.65 

8. CONCLUSION AND FUTURE WORK 

In this paper, different automatic techniques for 
corpus expansion are proposed to enhance the 
speaker information in new generated samples. 
These automatic techniques are: lengthening of 
sample by automatic segmentation, addition of 
noise at different SNRs and, word reversing and its 
lengthening. The lengthening of sample is applied 
by using three different methods. These methods 
differ either by length of the extracted segment or 
by the way of copying and pasting of the segment 
into the original sample.  

Two different approaches are used to train the 
system. In the first approach, the system is trained 
by using one original sample and its generated 
sample.  In the second approach, two original 
samples and its generated samples are used to train 
the system.  

We evaluated the techniques using three subsets 
of the database.  Subsets A, B, and C have 50 
(male and female), 37 male, and 73 male speakers, 
respectively. 

Using GMM is easier and faster than using 
HMM and the results of both are similar; hence for 
most of the paper we used GMM as the modeling 
technique. The obtained results are very 
encouraging.  For the first approach, using one 
original sample, the maximum recognition rate 
was 89.4, 99.2%, and 97.4% for subsets A, B, and 
C respectively (using 4 mixtures). For the second 
approach, using two original samples, the results 
were excellent. The maximum recognition rate was 
100% at many of the combinations, particularly, 
for 12 MFCC. It is to be noted that the result of 
both approaches and for all the combinations were 
maximum when using only 4 mixtures. 

It can be concluded that proposed techniques 
presented in this paper can handle the hard 
situation in which only one or two samples of the 
speaker is available to train the system. Moreover, 
the complete process of segmentation and, training 
and testing of the system is automatic. Therefore, 
our approach can be deployed for the surveillance 
and security measures when little amount of 
information is available to recognize a person. 

We are working on improving the system by 
improving the way we cut and append the 
segments and by finding better combinations. 
Moreover we are going to apply the techniques in 
a text independent system that uses sentences or 
words 
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