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ABSTRACT 

 
Web Usage Mining (WUM) is a term related to the extraction of knowledge from web log data. Web log 
data has a lot of irrelevant data to proceed WUM. Therefore, it requires   several steps to get a good quality 
of data, because the final result of WUM depends on the quality of the input data. Therefore, in this paper 
we propose a new approach to overcome these problems, hence, it is called the two level clustering 
approach. The first level clustering is performed on the data in the form of access frequently and use non-
hierarchical cluster method, followed by a second level clustering on the web log data in the form of user 
access. At the second level clustering, it combines cluster hierarchical  and non-hierarchical methods. From 
the experiments, 90.78% on web log data quality is reached 

Keywords: Data Quality Improvement, Two Level Clustering, Web Log Data, Web Mining, Web Usage 

Mining 
 
1. INTRODUCTION  

 
The development of the internet today is 

inseparable from the use of websites as a medium 
for information dissemination. In fact, every access 
which is done in every web automatically will be 
saved by the web server as web log data[1].  

Web log data has a set of transactions 
(clickstream) done by web visitors, so it will 
describe the visitor behavior pattern. The higher the 
amount of access to a web, the greater the number 
of web log data recorded [2].  The Web log data has 
become an essential part in the research of Web 
Usage Mining (WUM) [3], to be investigated 
further, especially in terms of understanding the 
patterns of visitors’ behavior of the web [4]-[5]-[6]. 

In the e-business/e-commerce web for 
example, the existence of web log data is very 
important in order to obtain detailed information on 
customer behavior patterns, transaction history and 
even predict the next transaction, as well as in the 
web of e-learning, e-news, e-banking, e-
government and others. The access patterns can be 
used for many purposes. Therefore, web log data 
become the main data source in the research of 
WUM [7]. 

WUM is one of the important research 
field of web mining which is associated with the 

extraction of knowledge from web log data [8]-[9]. 
Web log data recorded by web server contains 
many data items that are not needed in the data 
mining process, therefore, in the process of  WUM,  
pre-processing of web log data must be done in 
advance to get good data quality[10]-[11]. Some 
references  have clarified the importance of pre-
processing activities in this WUM [12]. 

Pre-processing is an attempt to improve 
the quality  of data such that the data used in WUM 
is objective, representative and have a small 
standard of error. Quality of data is main problem 
in the research of WUM, therefore the final result 
of WUM depends on the quality of the input data 

In this paper, we propose a new method 
for improving the quality of data in the WUM 
process, which is the two-level clustering. The first 
level clustering is done in the form of data 
frequently user access  using non-hierarchical 
clustering method. At this stage, the cluster that has 
the lowest members will be deleted. The  second 
level clustering is done by first changing the form 
of web log data into user access behavior patterns. 
At this stage a combination of methods applied 
hierarchical and non-hierarchical cluster. The end 
result of this second level cluster web log data 
obtained is ready for further processing using 
WUM. 
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This paper is organized as follow; chapter 
1  explains the background of the research, chapter 
2 will explore the literature that is relevant to this 
research, chapter 3 discusses about the proposed 
method  as well as  the stages of the research, 
chapter 4 is about the experiment and results, and 
chapter 5 is the conclusion of the research. 

 

2. LITERATURE REVIEW 

 
Some previous researchers have filed 

several methods in order to improve the quality of 
web log data. In  [12], it is proposed a method 
using the association rule algorithm to 
identify unique users and user sessions. N. 
K. Tyagi et. al[10]  have  proposed those two 
algorithms for data cleaning and data reduction.  A 
new approach to find frequent item sets employing 
through set theory that can extract association rules 
for each homogenous cluster of transaction data 
records and relationships between different clusters 

is proposed [13]. The paper applied an algorithm to 
reduce a large number of item sets to find valid  
association rules.  They used the most suitable 
binary reduction  for log data from web database.  
Web Log data pre-processing, the first step of a 
common WUM process was proposed in [14]. In 
the working scheme of LODAP four main modules 
are used, namely data  cleaning, data  structuring, 
data filtering and data summarization.   

Two techniques of pre-processing  web log 
data were used in [15]. First  is data cleaning by 
erasing picture data from log and second user 
identification by using 3 attributes (IP Address, 
Operating System and User Agent). In [16], using a 
programming approach (algorithm) to move the log 
data into a database and delete the log data items 
that are not useful. Similar method was also 
performed by Theint  Aye [8] with an emphasis to 
improve the quality of log data in web log extraction 
field, by deleting useless data. 

Based on the previous research, it seems 
that  the most of  researchers o improve the quality 
of data (pre-processing) by deleting unnecessary 
data items based on standard form of the web log 
data (see Table 1), Meanwhile, the web log data, 
can be seen by two different forms, i.e. level of 
frequently user access and user access behavior 
patterns. This encouraged us to try to make 
improvements to the quality of web log data based 
on the two-level view. 

 
 
 
 

3. PROPOSED METHOD 

 

In this paper, we conduct research with 
several stages as shown in Figure 1. 

 

 
Figure 1: Research Methods 

3.1  Web Log Data Format 

File format of web log data used is the 
Common Log Format (CLF) [8]-[17], which is a 
standard format used by the web server when 
creating a log file. Each line of CFLs contains the 
IP address, user identifier, date and time, method, 
http request, http status code and transfer 
volume/size, as shown in table 1. 

The first row of  table 1 informs that the 
visitor with IP address 66.249.69.xxx have access 
to a web page news.html on September 4, 2011 at 
06:45:13 with 200 status code and a file size of 
15319 and so on.  

Table 1: Common Log Format 

IP Address Date & time 
Me-

thod Request 
Sta-tus 

Size 

66.249.69.xxx 04/Sep/2011:06:45:13 GET /news.html 200 15319 

valley.net 05/Sep/2011:19:08:48 GET /info.html 200 15582 

206.53.148.xxx 05/Sep/2011:19:08:50 GET /media.jpg 200 1324 

Evins.net 05/Sep/2011:19:20:20 POST /button.gif 200 30462 

114.79.16.xxx 06/Sep/2011:20:00:01 GET /favicon.ico 200 3798 

3.2  Data Cleaning 
In this stage, the cleaning process of weblog 

data is conducted in order to remove the unwanted 
data items (irrelevant data). This data cleaning 
process is done based on four criteria. 
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The first is based on the file extension. 
The accepted file extensions are .html, .php, .jsp, 
asp and other extensions which directly referring to 
a web page. Data items with file extensions such as: 
.jpg, .gif, .ico. .bmp, .cgi, .swf, .css, .txt  does  not 
show the behavior of web visitor so this data items 
will be deleted [18].  

The second is based on respond code from 
web server. Web server response with code 200 
indicates  that the request of accessing a web page 
is accepted and displayed by the web server. 
Therefore, all data items unless code 200 will be 
deleted [5].  

The third is based on access methods. 
Only access with GET method that shows the 
behavior of web visitors. Data items with other 
access method, such as HEAD and POST will be 
deleted [18]. 

The fourth is based on user access 
frequency. Only users with access more than five 
times were used in this research, because it is 
assumed that visitors with access less than 5 times 
cannot properly describe the behavior of users. 

3.3  Frequently Access 
After the data cleaning, the data format is 

converted in the form of frequently of user access. 
Here, each user is shown by the number of access 
to any web page  visited. It is presented in a matrix 
vector [19], as in equation (1). 

 

 (1) 

 
With m is the number of web visitors, n is 

the number of web pages, and X is a vector of 
observations. Implementation matrix vector in 
equation (1) shown in table 2. 

Table 2: Matrix Vector 

User 
Web page 

p1 p2 p3 p4 p5 … pn 

u1 6 9 0 0 0 … X1n 

u2 0 0 0 35 0 … X2n 

u3 0 11 0 0 0 … X3n 

u4 0 1 4 3 2 … X4n 

u5 0 84 0 0 0 … X5n 

: : : : : : : : 
Um Xm1 Xm2 Xm3 Xm4 Xm5 … Xmn 

 
With p1, p2, p3, pn are variables for web 

page, for example p1is web page named news.html. 
u1, u2, u3, um are variables for web visitors, such 

as u1 is a web visitor with IP address 
66.249.69.xxx. From table 2 we can conclude that 
visitor with varible u1 has accessed webpage  p1 
six times, webpage p2 nine times and so on. 

3.4 Clustering Based On Frequently Access 

Clustering based on web log data in form 
of frequently access format will be done in this 
stage. The purpose is for data reduction, so data 
inside cluster with the smallest number will be 
removed. 

In this case, K-Means method [19] was 
used with the following steps: 

1) Determine the number of k as many as the 
number of cluster which is formed. This is 
also intended to represent the starting centroid. 

2) Data are allocated randomly into cluster based 
on the nearest centroid. 

3) Recalculate the centroid k position. 
4) Repeat step 2 and 3 until inter-cluster object 

moving no longer exist.  

3.5  User Access 
Data from the result of clusterization in the 

first stage, (some of data are already removed), will 
be proccessed again based on pattern of user 
access[20]. User access is visiting activity of user to 
a web based on time sequence. This makes the data 
format  changed,  as seen in table 3. 

With u1, u2, u3, m are the variable for a 
user access. 1,2,3 and so on are the variable of the 
visited web page, for example, variabel 1 is referred 
to the  web page news.php, 2 is referred to the web 
page sport.php and so on. From table 3, it can be 
concluded that user with id=‘u1’ have accessed the 
web page 1, then web page 2, then web page 4 and 
so on, so it will be shown user behaviour pattern. 
Then the data is done with the pattern of the second 
stage clustering. 

Table 3:User Access 

ID Web page 

u1 1 2 4 2 5 3 
u2 2 4 6 2 5 2 

u3 3 5 2 5 4 1 

: : : : : : : 
m 3 4 6 6 8 4 

3.6  Clustering Based On User Access 

In this case, combination of clustering 
hirearchy with single linkage method is used with 
non hierarchy method. Single linkage method  
cluster the data based on the closest distance 
between objects. The distance between D(X,Y) 
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with cluster X and Y is calculated with equation 
(2). 

 

   (2) 

 
where X and Y are any two sets of 

elements considered as clusters, and d(x,y) denotes 
the distance between the two elements x and y[2]. 

Amount of best clusters are determined 
based on elbow rule in where the result will be used 
to apply non-hierarchical clustering method. 
 

4. EXPERIMENTS AND RESULTS 

 

This part explains about the experiments 
and result from two level clustering method. 

4.1  Web Log Data Collection & Data Cleaning 

Web log data used in this study comes 
from this Clark Net web log data 
(http://ita.ee.lbl.gov/html/traces.html), by selecting 
ClarkNet web log data on September. Total size of 
web log data used is 168 MB. After the data 
cleaning process, results are  obtained as shown in 
table 4. 

Table 4: Information Web Log Data 

 The number 
of unique 

users 

The number 
of web 
pages 

Total 
record 

Raw data 72.622 32.041 1.673.798 

After cleaning 9.791 2,646 123.692 

 
From table 4, we obtained information that 

from 1,673.798 recorded  data,  only 123.692 
recorded data or 7.4% of the data that can be 
processed further. When it is viewed from the 
unique user side, it is only 9,791 (13.5%) users and 
2,646 (8.3%) of web pages.  

From the above results it is proved that 
this stage is crucial in the process of data mining. 

4.2 First Level Clustering 

After the process of data cleaning, data is 
transformed as shown in Table 2. Then, clustering 
using non-hierarchical cluster method (K-Means) 
applied by dividing the data into 2 clusters, as seen 
in table 5. 

Table 5: Number Of Cases In Each Cluster 

Cluster 
1 12 

2 9.779 

Valid data 9.791 

Missing data 0 

Clustering objective at this stage is to 
reduce the data based on the level of access to the 
website. Cluster members residing on the cluster 
with the smallest amount of data will be removed at 
this stage. 

4.3  Second  Level Clustering 

Data results from first level clustering are 
transformed as shown in Table 3. So, data 
information is changed as shown in table 6. 

Table 6: Information Web Log Data 

 The number 
of unique 

users 

The 
number of 
web page 

Total 
record 

After cleaning 9.791 2.646 123.692 

After first cluster 9.779 2.646 121.658 

 
It can be seen that the number of users are 

decreased by 12 users and this has effects to the 
total record.  

At this stage, the method clustering is done 
by combining hierarchical and non-hierarchical 
cluster. Method begins by using a cluster hierarchy 
and the elbow rules obtained by the number of 
cluster. (See table 7). 

Table 7: Agglomeration Schedule 

Stage 
Cluster Combined 

Coefficients 
Next 
Stage Cluster 1 Cluster 2 

: : : : : 
9775 1 1661 1070774417 9778 

9776 2952 9693 1184831043 9777 

9777 2952 7307 1649439017 9778 

9778 1 2952 2068619188 0 

 
It  can be seen  on the stage 9776 that the 

biggest coefficient of increment/leap occurs 
compared with other stages. Based on elbow rules, 
then the optimal number of clusters is 9779 - 9776 
= 3 cluster. 

The results of this elbow rules are used as 
the input for non-hierarchical clustering method, in 
order to obtain results as table 8. 

Table 8: Number Of Cases In Each Cluster Data 

Cluster 
1 1 

2 9.738 

3 40 

Data Valid 9.779 

Data Missing 0 
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Based on the results in table 8, so the best 
data mining process to be done next is the data 
contained in cluster 2. So the end result of data is as 
shown in table 9.  

Table 9: Information Web Log Data 

Raw 
data 

Final 
data 

% 
reduce 
of data 

The number of 

web page 32.041 2.628 91.80 

The number of 

unique users 72.622 9.738 86.59 

Total record 1.673.978 101.272 93.95 

 

From Table 9, we obtained information 
that from 1,673.798 recorded  data (raw data),  only 
101.272 data that can be processed further. When it 
is viewed from the unique user side, it is only 9,738 
users and 2,628 of web pages.  

5. CONCLUSION 

Based on the results of two level clustering 
method on web log data, it can be concluded that 
this method can improve the quality of data web log 
up to 90.78%.  A conclusion can also be taken that 
of 1.673.798 raw recorded data, only 101.272 web 
log data  can be processed further (6.05 %). From 
user point of view, from 72.622 users listed, only 
9.738 users that can be processed in next stage or 
13.41%. Similar thing happens for the amount of 
web page in where only 8.20% which will continue 
to be processed. Therefore, there is an increase of 
90.78% on data quality based on reduced data. 
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