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ABSTRACT

The problem of controlling three-phase shunt active power filters (SAPF) is addressed in presence of nonlinear loads supplied with three-phase power grids. The SAPF-load system is shown to be modeled, in the \((\alpha, \beta)\) coordinate frame, by a third-order nonlinear state-space representation. The control objective is twofold: (i) compensating for the current harmonics and the reactive power absorbed by the nonlinear load; (ii) regulating the inverter DC capacitor voltage. To this end, a nonlinear adaptive controller is developed on the basis of an average system model, using the backstepping design technique. The controller is made adaptive for compensating the uncertainty on the unknown SAPF components and on the switching loss power. The performances of the proposed adaptive controller are formally analyzed using tools from the Lyapunov stability and the averaging theory. The theoretical results are confirmed by numerical simulations.
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1. INTRODUCTION

Power grids and distribution networks are expected to simultaneously interact with a wide variety of loads. The latter range from single AC motors (e.g. in electrical traction) to much more complex plants involving several types of machines and power electronics equipments organized in smaller size subgrids. As a matter of fact, these loads (whatever their size), such as rectifiers, power supplies and speed drivers, involve nonlinear dynamics that entail the generation of current harmonics and the consumption of reactive power. If not appropriately compensated for, the current harmonics and the reactive power are likely to cause several harmful effects e.g. the distortion of the voltage waveform at the point of common coupling (PCC), and the overheating of transformers and distribution lines. Moreover, the disturbing effect of current harmonics may go beyond the PCC reaching other loads and electronic equipments connected to the net, causing boosted ageing of those loads and making harder the synchronization with the network voltage in applications requiring such synchronization.

The modern solution to cope with harmonics pollution is to implement active power filters (APF). Indeed, compared to conventional passive filters, APFs feature a higher flexibility, a better filtering capability and a smaller physical size. There are various APF configurations but the most widely implemented in industrial scale products are the shunt configurations. The principle of shunt active power filters (SAPF) is to cancel the current harmonics and the reactive currents (generated by the disturbing loads) by injecting a compensation current at the PCC (Fig. 1). Consequently, the current harmonics and the reactive currents are constrained to only circulate in the load and the SAPF. In other words, the distribution network does not make part of the loop carrying the current harmonics and the reactive current. Doing so, the distribution network is preserved from harmonic and reactive pollution. This energy quality requirement is referred to power factor correction (PFC). In addition to PFC, there is a second operational voltage control objective to be achieved. Accordingly, the DC voltage at the energy storage capacitor, placed next to the SAPF inverter, must be tightly regulated in order to make the SAPF conveniently operate.
The complexity of SAPF power systems control lies in the fact that the above control objectives must be carried out despite the system dynamics nonlinearity and the system model parameter uncertainty. A great deal of interest has been paid to this control problem over the last decade. However, most available solutions are limited to the simpler case of mono-phase SAPFs, e.g. [1], [2], [3], [4]. The point is that mono-phase SAPFs are only useful in low power applications. The problem of controlling three-phase SAPF power systems has been dealt with following three approaches. The first consists in using hysteresis operators or fuzzy logics [5],[6]. These methods do not make use of the exact nonlinear SAPF model in the control design. Consequently, the obtained controllers are generally not backed by formal stability analysis and their performances are generally illustrated by simulations. The second control approach consists in using linear controllers (e.g. [7], [8], [9]). With linear controllers, optimal performances can not be guaranteed on a wide range variation of the operation point, due to the nonlinear nature of the controlled system dynamics. The third approach consists in using nonlinear controllers designed on the basis of the system accurate nonlinear models. The used control design techniques include passivity approach e.g. [10], Lyapunov design e.g [11] and sliding mode control [12]. However, the proposed nonlinear controllers have only consisted in current loops designed to meet the current harmonic compensation requirement. Without an explicit voltage regulation loop, the DC voltage regulation objective cannot be achieved in presence of wide disturbance (e.g. fugitive large load variation). Besides, the previously proposed nonlinear controllers are designed assuming all SAPF parameters to be perfectly known and the switching losses in the inverter to be negligible. The point is that some SAPF parameters are quite ill known (e.g. Decoupling filter resistor \( R_f \), leak resistance \( R_{dc} \)). Also, the switching losses can hardly be ignored as they act on the DC bus voltage.

In this paper, the focus is made on the control of energy systems that involve three-phase SAPFs and nonlinear loads. A new control strategy is developed that simultaneously meets the PFC requirement i.e. on one hand, well compensation of current harmonics and the reactive currents absorbed by the nonlinear three-phase load and, on the other hand, a tight regulation of the inverter DC capacitor voltage. To this end, an adaptive cascade nonlinear controller is developed using the backstepping and other Lyapunov-like techniques.

The controller inner loop involves a current regulator designed to cope with harmonics compensation. The outer-loop involves a voltage regulator that maintain the DC line voltage at its possibly varying reference values. The controller is provided with adaptation capability making it able to cope with the uncertainty on the (possibly varying) switching losses in the inverter. Interestingly, the controller involves a current harmonics estimator, designed by the instantaneous power technique, making possible online tuning of the inner loop reference signal. A second contribution of this work consists in designing a parameter estimator making possible the determination of the time-invariant unknown parameters \( R_f \) and \( R_{dc} \). It is formally shown, using tools from the Lyapunov stability and the averaging theory, that all control objectives are actually achieved in the mean. This theoretical result is confirmed by several numerical simulations illustrating additional controller robustness features.

The paper is organized as follows: the control problem formulation, including the SAPF modeling, is described in Section 2; The time-invariant uncertain parameters estimations; the adaptive nonlinear cascade controller design and performance analysis are presented in section 3; the theoretical performances are confirmed by simulation in Section 4. A conclusion and a references list end the paper.

2. MODELING OF THREE-PHASES SAPF

The three-phase SAPF under study has the structure of Fig 1. It consists of a three-phase full-bridge inverter and an energy storage capacitor \( C_{dc} \), placed at the DC side. From the AC side, the SAPF is connected to the network through a filtering inductor \( (L_f, R_f) \); this reduces the circulation of the harmonics currents generated by inverter switching. The SAPF function is to produce reactive and harmonic components to neutralize the undesirable current harmonics produced by the nonlinear load. The DC-AC inverter operates in accordance to the well-known pulse width modulation principle (PWM), [13], [14].

The notations of TABLE 1 are used in the description of the system model.

Applying the usual electric laws to the three-phase shunt APF one easily gets:

\[
\frac{d}{dt} \begin{bmatrix} i_{f_a}(t) \\
 i_{f_b}(t) \\
 i_{f_c}(t) \\
 v_{f_a}(t) \\
 v_{f_b}(t) \\
 v_{f_c}(t) \\
 \end{bmatrix} = -R_f \begin{bmatrix} i_{f_a}(t) \\
 i_{f_b}(t) \\
 i_{f_c}(t) \\
 v_{f_a}(t) \\
 v_{f_b}(t) \\
 v_{f_c}(t) \\
 \end{bmatrix} + \begin{bmatrix} v_{a}(t) \\
 v_{b}(t) \\
 v_{c}(t) \\
 \end{bmatrix} \tag{1}
\]
On the other hand, the output voltages and output currents of the DC-AC inverter are given by the following expressions e.g. [13]:

\[ v_{\alpha}(t) = \frac{v_c}{L} \left[ \begin{array}{ccc} 2 & -1 & -1 \\ -1 & 2 & -1 \\ -1 & -1 & 2 \end{array} \right] \mu(t) \]  
\[ v_{\beta}(t) = \frac{v_c}{L} \left[ \begin{array}{ccc} 1 & -1 \\ -1 & 1 \end{array} \right] \mu(t) \]  
\[ v_{\gamma}(t) = \frac{v_c}{L} \left[ \begin{array}{ccc} 1 & 0 \\ 0 & 1 \end{array} \right] \mu(t) \]  
\[ C_{dc} \frac{dv_{dc}}{dt} = \frac{1}{2} (\mu_a i_{fa} + \mu_b i_{fb} + \mu_c i_{fc}) - \frac{v_{dc}}{R_{dc}} \]  

Where the inverter switching functions \( \mu_i \) (\( i = a, b \) or \( c \)) are defined by:

\[ \mu_i = \begin{cases} 1 & \text{if } S_{i1} \text{ is ON} ; \ S_{i2} \text{ is OFF} \\ -1 & \text{if } S_{i1} \text{ is OFF} ; \ S_{i2} \text{ is ON} \end{cases} \]

Substituting (2) into (3) and applying the Concordia transformation, one obtains the filter equations in \( \alpha-\beta \) coordinates:

\[ \frac{d}{dt} \left[ \begin{array}{c} i_{fa} \\ i_{fb} \end{array} \right] = \frac{1}{L_f} \left[ \begin{array}{c} i_{fa} \\ i_{fb} \end{array} \right] + \frac{v_{dc}}{L_f} \left[ \begin{array}{c} \mu_a \\ \mu_b \end{array} \right] i_{fa} - \frac{1}{L_f} v_{sa} \]  
\[ C_{dc} \frac{dv_{dc}}{dt} = -\frac{1}{2c_{dc}} (\mu_a i_{fa} + \mu_b i_{fb}) - \frac{v_{dc}}{c_{dc} R_{dc}} \]  

The equations (4-5) are useful for building up an accurate simulator of the SAPF. However, it cannot be based upon in the control design as it involves a binary control input, namely \( (\mu_a, \mu_b) \).

This kind of difficulty is generally coped with by resorting to average models. Signal averaging is performed over cutting periods e.g. [13].

The obtained average model is the following:

\[ \begin{bmatrix} \dot{x}_1 \\ \dot{x}_2 \end{bmatrix} = -\frac{R_f}{L_f} \begin{bmatrix} x_1 \\ x_2 \end{bmatrix} + \frac{1}{2L_f} V_{dc} \begin{bmatrix} u_{a} \\ u_{b} \end{bmatrix} - \frac{1}{L_f} V_{sa} \]  

where \( x_1, x_2, V_{dc} \), \( u_a \) and \( u_b \) denote the average values, over cutting periods, of the signals \( i_{fa}, i_{fb} \), \( v_{dc}, \mu_a \) and \( \mu_b \), respectively. In (6), the mean value \( (u_a, u_b) \) of \( (\mu_a, \mu_b) \) turns out to be the system control input. To carry out the DC bus voltage control, the system modeling must be completed with a third equation describing the energy stored in the capacitor \( (E_{dc} = \frac{1}{2} C_{dc} V_{dc}^2) \). To this end, consider the total power \( (P_{DC}) \) at the DC bus:

\[ P_{DC} = P_{sc} + P_{Rdc} + P_{rf} + P_{net} \]  

Where:

\( P_{sc} \), (unknown) switching inverter losses;  
\( P_{Rdc} \), Joule effect losses power in the leakage resistance \( R_{dc} \);  
\( P_{rf} \), Joule effect losses power in the resistance \( R_f \);  
\( P_{net} \), power supplied by the electrical network to maintain in charge the DC bus capacitor.

It is readily checked that:
3.1 Adaptive decoupling filter resistor

Some parameters of the SAPF model (15)-(16) are rewritten altogether:

\[ P_{net} = [v_{sa} - v_{sb}][i_{fa} - i_{fb}] = v_{sa}i_{fa} + v_{sb}i_{fb} \quad (8) \]

\[ P_{rdc} = \frac{v_{dc}^2}{R_{dc}} \quad (9) \]

\[ P_{rf} = R_f \left[ i_{fa}i_{fb} \right] + R_f i_{fa}^2 + R_f i_{fb}^2 \quad (10) \]

\[ P_{dc} = \frac{1}{2} C_{dc} V_{dc}^2 = \frac{dE_{dc}}{dt} \quad (11) \]

Where \( E_{dc} \) denotes the instantaneous energy in the capacitor.

Let \( x_3 \) denote the averaged capacitor energy. Then, one gets introducing (8)-(11) in (7):

\[ \dot{x}_3 = (v_{sa}i_{fa} + v_{sb}i_{fb}) + \frac{v_{dc}^2}{R_{dc}} + P_{sc} \quad (12) \]

Using (1), equation (12) simplifies to:

\[ \dot{x}_3 = (v_{fa}i_{fa} + v_{fb}i_{fb}) + \frac{v_{dc}^2}{R_{dc}} + P_{sc} \quad (13) \]

Using (2), one gets by operating the usual averaging (over cutting periods) on all signals in (13):

\[ \dot{x}_3 = \frac{v_{dc}^2}{2} (u_a i_{fa} + u_b i_{fb}) + \frac{v_{dc}^2}{R_{dc}} + P_{sc} \quad (14) \]

For convenience, the model equations (6) and (14) are rewritten altogether:

\[ \begin{bmatrix} \dot{x}_1 \\ \dot{x}_2 \\ \dot{x}_3 \end{bmatrix} = \begin{bmatrix} x_1 \\ x_2 \\ x_3 \end{bmatrix} + \begin{bmatrix} \frac{1}{L_f V_{dc}} \sqrt{x_3} \frac{u_a}{u_p} \\ \frac{1}{L_f V_{dc}} \sqrt{x_3} \frac{u_b}{u_p} \\ \frac{1}{2C_{dc}} (u_a x_1 + u_b x_2) + \frac{1}{2} x_3 + \frac{1}{2} \frac{v_{dc}^2}{R_{dc}} + P_{sc} \end{bmatrix} \quad (15) \]

The system (15)-(16) is clearly nonlinear

3. THREE-PHASE SAPF ADAPTIVE CONTROLLER DESIGN

The adaptive controller design in this section is composed of two main components: an adaptive observer and a cascade regulator.

3.1 Adaptive observer design

Some parameters of the SAPF model (15)-(16) are subject to uncertainty, this is the case of the decoupling filter resistor (\( R_f \)), the capacitor leakage resistance (\( R_{dc} \)) and the decoupling filter inductance (\( L_f \)) whose value may be subject to uncertainty, following the magnetic saturation. In this section, we present a parameter identifier that determines accurate estimates of these unknown parameters, based on the available signal measurements i.e. output filter current (\( i_{fa}, i_{fb} \)) and DC bus voltage (\( V_{dc} \)).

From the state filter equations model (15)-(16), the candidate observer is given by

\[ \begin{bmatrix} \dot{\hat{x}}_1 \\ \dot{\hat{x}}_2 \\ \dot{\hat{x}}_3 \end{bmatrix} = \begin{bmatrix} \frac{1}{L_f V_{dc}} \sqrt{x_3} \frac{u_a}{u_p} - \frac{1}{L_f V_{dc}} \sqrt{x_3} \frac{u_b}{u_p} \\ 1 \end{bmatrix} \quad (17) \]

\[ \begin{bmatrix} \dot{\hat{x}}_1 \\ \dot{\hat{x}}_2 \\ \dot{\hat{x}}_3 \end{bmatrix} = \frac{1}{2C_{dc}} (u_a x_1 + u_b x_2) + 2 \hat{x}_3 + \hat{P}_{sc} + k_2 (x_3 - \hat{x}_3) \quad (18) \]

With \( \hat{x}_k (k=1, 2, 3) \); \( \hat{\sigma}_1 (i=1, 2) \) and \( k_1 (i=1, 2) \) are respectively the state estimation, the parameter estimation and the observer gain.

Subtracting the SAPF model (15)-(16) and the observer model (17)-(18), one obtains:

\[ \begin{bmatrix} \dot{\hat{x}}_1 \\ \dot{\hat{x}}_2 \\ \dot{\hat{x}}_3 \end{bmatrix} = \begin{bmatrix} x_1 \rightleftharpoons \hat{x}_1 \\ x_2 \rightleftharpoons \hat{x}_2 \\ x_3 \rightleftharpoons \hat{x}_3 \end{bmatrix} \quad (19) \]

\[ \dot{\hat{x}}_3 = 2 \hat{x}_3 + \hat{P}_{sc} - k_2 \hat{x}_3 \quad (20) \]

With \( \hat{x}_k (k=1, 2, 3) \) and \( \hat{\sigma}_i (i=1, 2) \) are respectively the state and parameter error estimation.

In order to ensure the convergence to zero of the estimation errors, let us introduce the following Lyapunov candidate function:

\[ V_1 = \frac{1}{2} \hat{x}_1^2 + \frac{1}{2} \hat{x}_2^2 + \frac{1}{2} \hat{x}_3^2 + \frac{1}{2} \sigma_1^2 + \frac{1}{2} \sigma_2^2 + \frac{1}{2} \sigma_2^2 + \frac{1}{2} \sigma_3^2 + \frac{1}{2} \hat{P}_{sc}^2 \quad (21) \]

The time derivative of the candidate Lyapunov function is given by:

\[ \dot{V}_1 = \frac{1}{2} \hat{x}_1 \dot{\hat{x}}_1 + \frac{1}{2} \hat{x}_2 \dot{\hat{x}}_2 + \frac{1}{2} \hat{x}_3 \dot{\hat{x}}_3 \quad (22) \]

Substituting (19)-(20) into (22) we get:

\[ \dot{V}_1 = -k_1 \hat{x}_1^2 - k_1 \hat{x}_2^2 - k_2 \hat{x}_3^2 + \hat{\sigma}_1 \left( \frac{1}{y_1} \hat{\sigma}_1 - \hat{x}_1 x_1 - \hat{x}_2 x_2 \right) + \hat{\sigma}_2 \left( \frac{1}{y_2} \hat{\sigma}_2 - \hat{x}_3 x_3 \right) + \frac{1}{y_3} \hat{P}_{sc} + \frac{1}{y_3} \hat{x}_3 \quad (23) \]

3.2 Cascade regulator design

3.2.1 Control objective reformulation

Load current decomposition. The decomposition of the load current aims at emphasizing the current harmonics, on one hand, and the active and the reactive currents, on the other hand. This decomposition is needed to formulate the control
objectives and to design the controller. Presently, the decomposition is performed using the so-called instantaneous power technique, which enjoys a good compromise between accuracy and computational complexity [15]. Accordingly, the active and the reactive load powers can both be decomposed, when the load currents include harmonics, in a continuous component and a varying component, i.e.

\[
\begin{bmatrix}
\bar{P} \\
\bar{Q}
\end{bmatrix} = \begin{bmatrix}
\bar{P} + \tilde{P} \\
\bar{Q} + \tilde{Q}
\end{bmatrix} = \begin{bmatrix}
v_{sa} & -v_{sb} \\
v_{sb} & v_{sa}
\end{bmatrix} \begin{bmatrix}
\bar{i}_{ta} \\
\bar{i}_{gb}
\end{bmatrix}
\]  
(24)

Solving the equation (24) with respect to the currents, and rearranging terms, one gets the following decomposition:

\[
\begin{bmatrix}
\bar{i}_{ta} \\
\bar{i}_{gb}
\end{bmatrix} = \frac{1}{\Delta} \begin{bmatrix}
v_{sa} & -v_{sb} \\
v_{sb} & v_{sa}
\end{bmatrix} \begin{bmatrix}
\bar{P} \\
\bar{Q}
\end{bmatrix} + \frac{1}{\Delta} \begin{bmatrix}
v_{sa} & -v_{sb} \\
v_{sb} & v_{sa}
\end{bmatrix} \begin{bmatrix}
0 \\
0
\end{bmatrix}
\]

\[
\text{actif component} \quad \text{harmonic component}
\]

\[
\begin{bmatrix}
\bar{i}_{ta} \\
\bar{i}_{gb}
\end{bmatrix} = \frac{1}{\Delta} \begin{bmatrix}
v_{sa} & -v_{sb} \\
v_{sb} & v_{sa}
\end{bmatrix} \begin{bmatrix}
\tilde{P} \\
\tilde{Q}
\end{bmatrix}
\]  
(25)

With \( \Delta = v_{sa}^2 + v_{sb}^2 \)

**Control objectives.** We seek the achievement of the two following control objectives:

- Controlling the filter current \( (i_{fa} \text{ and } i_{fb}) \) so that the load current harmonics and the load reactive currents are well compensated for.
- Regulating the DC bus voltage \( (V_{dc}) \) to maintain the capacitor charge at a suitable level so that the filter operates properly.

One difficulty with the problem at hand is that, there are three variables that need to be controlled (i.e. \( i_{fa}, i_{fb} \text{ and } V_{dc} \)), while one has only two control inputs (i.e. \( u_a \text{ and } u_b \)). This is coped with by considering a cascade control strategy involving two loops (Fig. 2). The outer control loop aims at regulating the DC bus voltage. The control signals generated by the outer loop regulator, denoted \( (\tilde{f}_{fa}, \tilde{f}_{fb}) \), serve as the desired fundamental components of the output current filter. These components are augmented with the (load current) harmonic and reactive components, next denoted \( (\tilde{i}_{fa}, \tilde{i}_{fb}) \), to constitute the final AC current references \( x_1^* \text{ and } x_2^* \). Accordingly, one gets the following reference signals:

\[
\begin{bmatrix}
x_1^* \\
x_2^*
\end{bmatrix} = \frac{1}{\Delta} \begin{bmatrix}
v_{sa} & -v_{sb} \\
v_{sb} & v_{sa}
\end{bmatrix} \begin{bmatrix}
\bar{P} \\
\bar{Q}
\end{bmatrix} + \frac{1}{\Delta} \begin{bmatrix}
v_{sa} & -v_{sb} \\
v_{sb} & v_{sa}
\end{bmatrix} \begin{bmatrix}
0 \\
0
\end{bmatrix}
\]

\[
\text{harmonic component} \quad \text{reactif component}
\]

\[
\begin{bmatrix}
\tilde{f}_{fa} \\
\tilde{f}_{fb}
\end{bmatrix}
\]

**DC bus component**

The signal flow involved in the proposed control strategy is illustrated by Fig. 2.

**3.2.2. Cascade regulator design:**

**Inner loop.** This is designed to make the current tracking errors,

\[
\begin{align*}
\tilde{x}_1 &= \tilde{x}_1 - x_1^* \\
\tilde{x}_2 &= \tilde{x}_2 - x_2^*
\end{align*}
\]

as small as possible. To this end, the dynamics of these errors needs to be determined. It follows, using estimator model equation (17), that the errors undergo the following equations:

\[
\begin{align*}
\dot{\tilde{x}}_1 &= -\tilde{\sigma}_1 \tilde{x}_1 + \frac{1}{L_f \sqrt{\Delta_c}} \sqrt{x_3} \begin{bmatrix} u_a \\ u_b \end{bmatrix} - \frac{1}{L_f} \begin{bmatrix} V_{sa} \\ V_{sb} \end{bmatrix} \\
\dot{\tilde{x}}_2 &= k_1 \begin{bmatrix} x_1 - \tilde{x}_1 \\ x_2 - \tilde{x}_2 \end{bmatrix}
\end{align*}
\]

(27)

To ensure the asymptotic stability of the equilibrium \((z_1, z_2) = (0, 0)\), consider the Lyapunov candidate function \( V_2 \) defined by:

\[
V_2 = \frac{1}{2} \begin{bmatrix} z_1 \\ z_2 \end{bmatrix}^T \begin{bmatrix} z_1 \\ z_2 \end{bmatrix}
\]

Deriving \( V_2 \) along (27) yields:

\[
\dot{V}_2 = \begin{bmatrix} z_1 \\ z_2 \end{bmatrix}^T \left( -\tilde{\sigma}_1 \begin{bmatrix} x_1 \\ x_2 \end{bmatrix} + \frac{1}{L_f \sqrt{\Delta_c}} \sqrt{x_3} \begin{bmatrix} u_a \\ u_b \end{bmatrix} - \frac{1}{L_f} \begin{bmatrix} V_{sa} \\ V_{sb} \end{bmatrix} + k_1 \begin{bmatrix} x_1 - \tilde{x}_1 \\ x_2 - \tilde{x}_2 \end{bmatrix} \right)
\]

(28)

**Outer loop.** This aims at making the voltage tracking error,

\[
\tilde{x}_3 = \tilde{x}_3 - x_3^*
\]

(29)

as small as possible, where \( x_3^* \) is the reference value of the DC bus voltage. These together with its first time-derivative are assumed to be known and bounded.

Furthermore, by respecting the notations presented in TABLE 1, the ac filter currents verify:

\[
\begin{bmatrix}
i_{fa} \\
i_{fb}
\end{bmatrix} = \begin{bmatrix} \tilde{i}_{fa} \\
\tilde{i}_{fb}
\end{bmatrix} + \begin{bmatrix} i_{fa} \\
i_{fb}
\end{bmatrix}
\]

(30)

By introducing (30) into (13), the third SAPF state equation becomes:
It turns out that the average DC voltage state is

\[ P_{\text{net}} = [v_{fa} \quad v_{f\beta}]\left[\begin{array}{c} \tilde{f}_{fa} \\ \tilde{f}_{f\beta} \end{array}\right] = v_{fa}\tilde{f}_{fa} + v_{f\beta}\tilde{f}_{f\beta} \quad (35) \]

In order to obtain a stabilizing control law of the error system (34), (27) and (19)-(20), let us introduce the following full Lyapunov function candidate:

\[ V = V_1 + V_2 + \frac{1}{2}z_3^2 + \frac{1}{2\gamma}p_{sc}^2 \quad (36) \]

With (23) and (28) deriving \( V \) along (34), (27) and (19)-(20), yields:

\[ \dot{V} = -k_1\dot{x}_1^2 - k_2\dot{x}_2^2 + \tilde{z}_1 \tilde{z}_2^T \left(-\dot{\sigma}_1 \begin{bmatrix} x_1 \\ x_2 \end{bmatrix}\right) + \frac{1}{\sqrt{\gamma}} \begin{bmatrix} \dot{u}_a \\ \dot{u}_\beta \end{bmatrix} - \frac{1}{\gamma} \left[ \begin{array}{c} v_{sa} \\ v_{s\beta} \end{array}\right] + k_1 \begin{bmatrix} x_1 - \tilde{x}_1 \\ x_2 - \tilde{x}_2 \end{bmatrix} - \begin{bmatrix} \tilde{x}_1^2 \\ \tilde{x}_2^2 \end{bmatrix} z_3 \left[p_{sc} + \dot{\sigma}_2 x_3 + \dot{\tilde{p}}_{sc} + k_2 \tilde{x}_3 - \tilde{x}_3^2 \right] + \dot{\sigma}_1 \begin{bmatrix} \frac{1}{\gamma_1} \dot{\tilde{x}}_1 - \tilde{x}_1 x_1 - \tilde{x}_2 x_2 \\ \frac{1}{\gamma_2} \dot{\tilde{x}}_2 - \tilde{x}_2 x_2 \end{bmatrix} + \dot{\sigma}_2 \begin{bmatrix} \frac{1}{\gamma_3} \dot{\tilde{p}}_{sc} + \tilde{x}_3 \end{bmatrix} \quad (37) \]

Equation (37) suggests the following control inputs \((u_a, u_\beta)\), which defines the inner regulator:

\[ \dot{\sigma}_1 \begin{bmatrix} \frac{1}{\gamma_1} \dot{\tilde{x}}_1 - \tilde{x}_1 x_1 - \tilde{x}_2 x_2 \\ \frac{1}{\gamma_2} \dot{\tilde{x}}_2 - \tilde{x}_2 x_2 \end{bmatrix} + \dot{\sigma}_2 \begin{bmatrix} \frac{1}{\gamma_3} \dot{\tilde{p}}_{sc} + \tilde{x}_3 \end{bmatrix} \quad (37) \]
\[
\begin{align*}
\dot{u}_a &= \sqrt{2L_f^{dc} I_{dc}} \left( x_1 x_3 + \frac{1}{L_f} v_{sc} \right) - k_1 \left( \frac{x_1 - x_3}{x_2} + \frac{x_1 - x_3}{x_2} \right)
\end{align*}
\]

It also suggests the following virtual outer loop control:

\[ P_{net} = -c_3 z_3 - \hat{\sigma}_2 x_3 - \hat{P}_{sc} - k_2 \hat{x}_3 + \hat{x}_3 \quad (39) \]

Finally, equation (37) suggests the following parameter adaptation law:

\[ \begin{align*}
\hat{\sigma}_1 &= -\hat{\sigma}_1 = \gamma_1 (\hat{x}_1 x_1 + \hat{x}_2 x_2) \\
\hat{\sigma}_2 &= -\hat{\sigma}_2 = \gamma_2 \hat{x}_3 x_3 \\
\hat{P}_{sc} &= -\hat{P}_{sc} = -\sigma_3 \hat{x}_3
\end{align*} \quad (40-42) \]

In fact, substituting (39)-(42) in (37) yields:

\[ \dot{\Psi} = -k_1 \dot{x}_1^2 - k_1 \dot{x}_2^2 - k_2 \dot{x}_3^2 - c_1 z_1^2 - c_2 z_2^2 - c_3 z_3^2 \quad (43) \]

Now, as \( P_{net} \) is a virtual control input, we make use of equation (35) to obtain:

\[ \begin{bmatrix} \dot{u}_a \\ \dot{u}_b \end{bmatrix} = \begin{bmatrix} \frac{1}{v_{fa}^2 + v_{fb}^2} \left( v_{fa} \dot{x}_1 - v_{fb} \dot{x}_2 \right) \\ \frac{1}{v_{fa}^2 + v_{fb}^2} \left( v_{fa} \dot{x}_1 - v_{fb} \dot{x}_2 \right) \end{bmatrix} P_{net} \quad (44) \]

Substituting (39) into (44) one gets the following expression of the fundamental of the current references:

\[ \begin{bmatrix} \dot{u}_a \\ \dot{u}_b \end{bmatrix} = \begin{bmatrix} \frac{1}{v_{fa}^2 + v_{fb}^2} \left( v_{fa} \left( -c_3 z_3 \frac{2 x_3}{x_2} \right) - \hat{P}_{sc} - k_2 \hat{x}_3 + \hat{x}_3 \right) \\ \frac{1}{v_{fa}^2 + v_{fb}^2} \left( v_{fa} \left( -c_3 z_3 \frac{2 x_3}{x_2} \right) - \hat{P}_{sc} - k_2 \hat{x}_3 + \hat{x}_3 \right) \end{bmatrix} \quad (45) \]

The adaptive outer regulator thus designed includes the parameter adaptation law (42) and the control law (45). Its performances are described in the following theorem.

**Remark 1.** Although the (inner and outer) control laws (38) and (45) involve a division by \( x_3 \) and \( v_{fa}^2 + v_{fb}^2 \), respectively, which entails a risk of singularity. However, this risk is purely theoretical as in practice the active filter cannot work if \( x_3 \) and \( v_{fa}^2 + v_{fb}^2 \) are null. In other words, the latter are nonzero as long as the active filter is carrying non-identically null currents.

**Theorem:** Consider the closed-loop system composed of the SAPF represented by the model (15)-(16) and the adaptive controller consisting of:

- The adaptive state observer described by equations (17)-(18),
- The cascade regulator including the (inner) current control loop defined (38) and (40) and the (outer) voltage control loop (41), (42) and (45).

1) The closed-loop system is described in the error coordinates \([\hat{x}_1, \hat{x}_2, \hat{x}_3, z_1, z_2, z_3, \hat{P}_{sc}, \hat{\sigma}_1, \hat{\sigma}_2]\) by the following equations:

\[ \begin{align*}
\hat{x}_1 &= \hat{\sigma}_1 x_1 - k_1 \hat{x}_1 \\
\hat{x}_2 &= \hat{\sigma}_2 x_3 - k_2 \hat{x}_3 \\
\hat{x}_3 &= -c_3 z_3 \\
\hat{\sigma}_1 &= \gamma_1 (\hat{x}_1 x_1 + \hat{x}_2 x_2) \\
\hat{\sigma}_2 &= \gamma_2 \hat{x}_3 x_3 \\
\hat{P}_{sc} &= -\gamma_3 \hat{x}_3
\end{align*} \]

2) The above error system has a stable equilibrium at \([\hat{x}_1, \hat{x}_2, \hat{x}_3, z_1, z_2, z_3, \hat{P}_{sc}, \hat{\sigma}_1, \hat{\sigma}_2] = [0 \ 0 \ 0 \ 0 \ 0 \ 0 \ 0 \ 0 \ 0] \) with respect to the Lyapunov function \( V \) defined by (36).

3) The current tracking errors \((z_1, z_2)\), the DC voltage tracking error \( z_3 \), and the states estimation errors \((\hat{x}_1, \hat{x}_2, \hat{x}_3)\) all converge to zero.

**Proof.** Part 1 is readily established putting together equations (19)-(20), 27, 34 and (40)-(42). Part 2 follows from (43) which show that \( \dot{V} \) is a semi-definite negative function of the error vector. Part 3 is established applying the LaSalle’s invariant set principle. To this end, let \( Z \subset R^9 \) be the set where \( \dot{V} = 0 \). One gets from (43) that \( Z = \{0 \ 0 \ 0 \ 0 \ 0 \ 0 \ 0 \ 0 \ \sigma_1 \} \) is a largest invariant set of the error system of Part 1. By LaSalle’s invariant set principle, one concludes that \([\hat{x}_1, \hat{x}_2, \hat{x}_3, z_1, z_2, z_3, \hat{P}_{sc}, \hat{\sigma}_1, \hat{\sigma}_2] \) converges, whatever its initial conditions, to \( M \). It turns out that \([\hat{x}_1, \hat{x}_2, \hat{x}_3, z_1, z_2, z_3] \) is asymptotically vanishing. This completes the proof of the Theorem.

**4-SIMULATION AND DISCUSSION OF RESULTS**

The simulations are performed on MATLAB / SIMULINK environment. The three-phase network is constituted by three-phase sinusoidal voltages connected to a nonlinear load. The latter is represented by an AC-DC three-phase inverter associated with an RL load. The numerical values
of the load and the active filter are described by Table 2.

<table>
<thead>
<tr>
<th>PARAMETERS</th>
<th>VALUES</th>
</tr>
</thead>
<tbody>
<tr>
<td>Power active filter</td>
<td>$L_f$ 0.022H.</td>
</tr>
<tr>
<td></td>
<td>$C_f$ 1000 µF.</td>
</tr>
<tr>
<td></td>
<td>$R_f$ 0.007 Ω</td>
</tr>
<tr>
<td>Rectifier-Load</td>
<td>$L$ 10 mH.</td>
</tr>
<tr>
<td></td>
<td>$R$ 100 Ω</td>
</tr>
<tr>
<td>Extraction filter</td>
<td>Order 2</td>
</tr>
<tr>
<td></td>
<td>Cut frequency 218rd/s</td>
</tr>
</tbody>
</table>

The inner adaptive control law, the outer regulators and the adaptive observer are implemented using equations (38), (45), (40)-(42) and (17-18), respectively. The corresponding design parameters are given the following numerical values of Table 3, which proved to be convenient. In this respect, not that there is no systematic way, especially in nonlinear control, to make suitable choices for these values. Therefore, the usual practice consists in proceeding with trial-error approach. Doing so, the numerical values of Table 3 are retained.

The whole simulated control system is illustrated by Fig. 3.

<table>
<thead>
<tr>
<th>Table 3. Adaptive Controller Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Current regulator</td>
</tr>
<tr>
<td>Voltage regulator</td>
</tr>
<tr>
<td>Adaptive observer</td>
</tr>
<tr>
<td>$k_1$ 1000</td>
</tr>
<tr>
<td>$y_1$ 1000</td>
</tr>
<tr>
<td>$y_3$ 1000</td>
</tr>
</tbody>
</table>

Figures 4 and 5 show the shape of the load current (respectively in temporal and frequency domains). It is readily seen that the load current is actually rich in harmonics components.

![Fig. 3: Signals Flow In The Proposed Control Strategy.](image-url)
The resulting controller performances are illustrated by Figs. 6 to 8. Figs. 6 shows that the AC three-phases filter currents track well their references, confirming the results of subsection 3.2.2 (equation (38)). The resulting network line current is plotted in Fig. 7 which shows that this current is clearly clean of harmonics, unlike the load current. This is better illustrated by Fig. 8 which shows the spectra of the load and net currents. It is seen that the net current is mainly constituted by a single component, situated in 50Hz. The higher frequency harmonics have well been suppressed.

The performances of the adaptive observer are showed through the figures 9-11. These figures show that the SAPF states estimated errors converge to zero. The estimation errors parameters are bounded as expected, confirming the theoretical result of subsection 3.

To highlight the robustness of the proposed control law, a disturbance is injected (see Fig.12) at the entrance of SAPF representing a fugitive discharge of DC bus capacitor. The perturbation introduced during this validation test appears (see Fig.13) at time 0.12s. Fig.14 shows the good behavior of the DC voltage outer loop.
5. CONCLUSION

The problem of controlling three-phase shunt active power filters is addressed in presence of nonlinear loads and uncertainty on the SAPF parameters ($R_f, R_{dc}$). The control objective is to achieve, on one hand, current harmonics and reactive power compensation and, on the other hand, tight voltage regulation at the inverter output capacitor. This control problem is dealt with by designing a nonlinear adaptive controller composed of the adaptive observer (17-18) and a cascade controller consisting of the inner control law (38) and the outer control law (45). It is formally established that the controller meets its objectives. This formal result is confirmed by several simulations which further show the robustness of the proposed control strategy to external tough disturbances.
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