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ABSTRACT

Computed tomography (CT) images are usually coediply several noises from the measurement process
complicating the automatic feature extraction andlgsis of clinical data. To attain the best pdssib
diagnosis it is very vital that medical images beag sharp, and free of noise and artifacts. Wihike
techniques for obtaining digital medical images toare to improve, ensuing in images of higher and
higher resolution and quality, noise remains andsf®r many medical images. Removing noise in these
medical images remains as one of the key challeingdée study of medical imaging. A range of literas
have been developed towards solving the hitch aficaéimages denoising which is a significant stage
an automatic diagnosis system. In this researckrpayge propose a new image denoising techniqueyusin
Dual Tree Complex Wavelet Packets, Empirical Modsc@nposition and Sobel operator. Here, histon
process is used in order to surmount the smoottilbeg type and it will not affect the lower dimenss.

We have taken into consideration two noises, Gansand salt & pepper for proposed technique. The
performance of the proposed image denoising tecknig assessed on the five CT images for the
parameters, PSNR and SDME. For performance assesstudies & comparison, our proposed denoising
technique is compared with the existing work inoatesl noise levels. From the obtained outcomes;ame
conclude that the proposed denoising technique bhwen better values for the SDME of 67.8798 and
PSNR of 24.841 for salt & pepper noise which isngiperior compared to existing methods.

Keywords: CT, EMD, Dual Tree Complex Wavelet Packet (DTCWBNR, SDME

1. INTRODUCTION of diseases. Medical images like X-RAY, CT
(Computed  Tomography), MRI  (Magnetic
A traditional crisis in image processing is NoiseResonance Imaging), PET (Positron Emission
reduction. Digital image reconstruction is a robustomography) and SPECT (Single Photon Emission
means by which the underlying images masked i@omputed Tomography) encompass diminutive
blurry and noisy data can be exposed. The majorformation about heart, brain, nerves and more.
confront in input data is the sensitiveness to enoid~or determining the internal structure of an ohject
measurement, which can be magnified firmlyX-ray Computed Tomography (CT) is a powerful
resulting in huge artifacts in the reconstructednethod [18]. As such it determines application, e.g
image. By reconstructing the permitted images, thia the non-destructive testing of a variety of
intricacy can be defeated. Since they can analymeaterials. From a huge number of systematic
with less corruption, transmission of video imagesbservations at diverse viewing angles, the CT
requires less significance of noise removaimage is derived, and with the support of a
comparing with the voice data. However, if we loseomputer (Radon transform) the final CT image is
a particular area in case of medical images, thenthen reconstructed.
will result in immense disaster similar to death.
Therefore, denoising of medical images is furtheﬁ
essential which leads physician for precise analysic

It is unfeasible to rescue a human being from
armful effects, when these medical images are
orrupted by noise. In both Image Processing and
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Biomedical Engineering, CT image Denoising is @aeceived a great deal of attention among the
significant research theme. In the case of CTesearches due to its wide applicability and
numerous mathematical and medical applicatiorsbundant growth of medical image-based system. In
[11]-[14] [23] can be applied to conclude whethegeneral, most of the researchers have used the
the normal tissue has been infected by the mutatiowavelet-based de-noising technique in order to
of the cancer cell. The disease diagnosis procedwemove the noisy pixels from the CT-scan images.
has been made more efficient by denoising the CHere, the denoisy strategy is applied on the wavele
images where the noise is removed. The denoisddmain so as to better estimate the original image
images encompass a prominent level of elevation rather than applying the spatial domain. Most ef th
its PSNR values, ensuring a smoother image foechniques presented in the literature for the last
diagnosis function. For developing the quality oflecades have been used wavelet- thresholding
the CT images, a variety of methods have beenethod to compute the noisy free image because
established. By using filters and wavelet denoisingrell  suitability of wavelets in de-noising.
methods, Denoising has been achieved. Since thagcording to this, Tischenko et al. [1] proposed a
are accomplished of suppressing noise, recesiructure-saving noise minimizing technique using
wavelet thresholding based denoising methods hatlee correlations between two images for calculation
proved capable, during the conservation of the highf threshold in the wavelet domain. The fact that
frequency signal details [2]. However, by standardnlike actual signal, noise is more or less
wavelet thresholding methods, the local space-scalacorrelated over time has motivated their
information of the image is not adaptivelyapproach. Assuming the patient remains still, two
considered. The threshold at certain scale is @ojection radiography images taken in quick
constant for all wavelet coefficients in standarduccession has been considered to have the same
wavelet thresholding based noise reduction methodgormation but with uncorrelated noise between the
[20]. In a few applications, wavelet based dengjsinimages. A wavelet transformation has been used to
has been showed efficient. Fundamentally, thgartition both images and correlation measurement
noisy image is transformed into the wavelehas been performed using the cosine of the angle
domain, then the wavelet coefficients are shifted tbetween the approximated gradient vectors of the
soft or hard thresholding, and the result has bed¢wo images. Without modifying the coefficients
inverse-transformed in the final step [16-17] [24]. with high correlation they have weighted down the

coefficients that have low correlation. The noise

In t_his Wor_k, we proposed an efficient de.n(.)ism%uppressed image obtained as the output of the
technlque using DTCWP and EMD for der_10|smg 9lhverse wavelet transformation still included all
an image. Here, histon process is used in ordergI

overcome the smoothing filter type and it will not drrelated structures.
affect the lower dimensions. Then DTCWP and In addition, Anja Borsdorf et al. [2] by
EMD are used for the image denoising and imagdiscovering a method to obtain spatially identical
enhancement phase. Finally, PSNR and SDME aigput images in case of CT have reduced the
used for the evaluation matrices. The rest of thgroblems that occur in this technique. Direct
paper is organized as follows: a brief review ofcquisition of the two images by independent
some of the literature works in denoising techniqueeconstructions from the projections measured at
is presented in Section 2. Contribution is discdssehe two detectors has been a possibility with the
in section 3. The proposed CT image denoisingodern generation dual-source CT-scanners
technique is detailed in Section 4. The experimentéDSCT). Also, they have proposed a correlation
results and performance evaluation discussion Bmsed similarity measurement coefficient. The basis
provided in Section 5. Finally, the conclusions aréor their local similarity measurement has beertbui
summed up in Section 6. by the pixel areas from the approximation images of
the preceding decomposition level, which by means
2. EXISTING APPROACHES of the calculation of the wavelet transformation
A lot of researches have been developed for thdirectly alters the value of a corresponding detail
denoising in various images. A few of the modergoefficient. Furthermore, use of diverse wavelet
related works concerning the denoising papers at@nsformations with diverse properties for two
reviewed in this section. input images based noise reduction has been

| ¢ dical i denoisi | analyzed. They have utilized the averaged and
_n recent years, medical image denoising Ioays\)?}eighted wavelet coefficients of the input images
significant role in modern applications andf

) i ' or reconstructing the final noise-suppressed image
especially, denoising of CT-scan images have beer'ﬁese two techniques motivated to continue my
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research on the CT-scan image denoising with themjad Ali et al. [8] have presented an efficient
aid of wavelets that is a well-known technique fonoise reduction technique for CT images using
de-noising for the recent years. window-based Multi-wavelet transformation and
G.Y. Chen and B.Kegl [4] have presented art_]hr_esholdlng._ The_ technique removed Additive

Yyh|te Gaussian noise from the CT images as well as

image denoising method by incorporating the dua . .
tree complex wavelets into the ordinary ridgelel{t enhanced the quality of the images. The proposed

transform. The approximate shift invariant propert echnique consisted of three different stages of

. processing, namely, window-based multi-wavelet
of the dual-tree complex wavelet and the hig : . .
- L ; transformation and thresholding, reconstruction and
directional sensitivity of the ridgelet transform

made the method a very good choice for imag uality enhancement. In the first two processes, th

denoising. They applied the digital complex ridgele WGN was effectively removed from CT images
9- y appli 9 P dg and the images were reconstructed. In the third
transform to denoise some standard images

: . ) . . rocess, the quality of the images was enhanced by
corrupted with additive white noise. Expenmentaﬁqeans of filtering techniques. Hence, denoised and

ﬁzﬁgiriﬁtomeedorg}ﬁ;r thr? d Z]Igihi(;?a Zua%ir;?émeguality enhanced CT images were obtained using
. L y ndg 9 . Ythe presented multi-wavelet based denoising

and wiener?2 filter both in terms of peak signal-to; ;

) . o . ) . technique.

noise ratio and in visual quality. In particuldneir

method was persevered sharp edges better whileG. Landi and E.Loli Piccolomini [9] have

removing white noise. modeled a denoising problem in a Bayesian

Jodo M. Sanches et al. [5] have presented séatlstlcal setting by a non-negatively constrained

Bayesian denoising algorithm which copes Withmlmmlzatlon problem, where the objective function

additive white Gaussian and multiplicative noise. o constituted by a data fitting term, the Kulloac
. ) uplicative noisq oo divergence, plus a regularization term, the
described by Poisson and Rayleigh dlstnbuuonﬁ.Otal Variation function, weighted by a

The "’?'99““”‘ was bgsed on the maximum ?egularization parameter. Aim of the paper was to
posteriori (MAP) criterion, and edge preservmqjevelop an efficient numerical method for the

priors .Who av_0|d the d|_stort|on_ Of. relevant olution of the constrained problem. The method
anatomical details. The main contribution of tha - .

e ._was a Newton projection method, where the inner
paper was the unification of a set of Bayesian

denoising algorithms for additive and multiplicagiv ;fttﬁgg Wafecosr%\iltie(?nebg :]ned i%()?]elgs:ﬁe(?r?fle;r:
noise using a well-known mathematical frameworkeﬁiciem' vF\J/ay for this specific E\pplicationhé'
the Sylvester-Lyapunov equation, devel_oped in thr?umerical results on simulated and real medical
ﬁg\r;fee)c(ite?/felcc:) gggoghﬁgiﬁbgaﬁﬁ? Ii?’r‘r?ggérgine;ifﬂing[g 'irr‘?ages proved the effectiveness of the method, both
the filter domain based on the characterisbés the accuracy and the computational cost.
the Empirical Mode Decomposition (EMD) and3. PROPOSED METHOD

the wavelet technique. The proposed method use . I -
the EMD to the decomposition and double densit dThe main contribution of the proposed denoising

' : . echnique is Dual tree complex wavelet packet
wavelet to filter components. Their experlmenta%gcomposition (DTCWPD) and Empirical mode

results showed that those image denoisin . o
methods are more efficient than the Wavel% composition (EMD) are used for the denoising

denoising method. Finally, the PSNR (pea echnique. The_ hyprld__technlques are chosen
. . . . o ecause of the ill-suitability of dual tree complex
signal noise ratio) and the visualization ihfe . X
denoisi : wavelet to represent long oscillatory patterns in
enoising image were used as performance , .
comparison indexes images with qbund_ant textures and directly
' eliminate the noisy pixels based on the threshold.
Guangming Zhang et al. [7] have developed Also, the DTCWPD is a flexible method for image
model for CT medical image de-noising, which waslenoising that utilize the combined advantages of
using independent component analysis and curveletivelet packet and dual tree complex wavelet.
transform. Firstly, a random matrix was produce tédditionally, Empirical mode decomposition
separate the CT image into a separated image {®&MD) is a technique, to overcome the main
estimate. Then curvelet transform was applied tdrawback of complex wavelet and Fourier
optimize the coefficients. At last, the inversetioé  transform approaches
curvelet transform was applied for image ) o )
reconstruction. The de-noising image had a higher Commonly, noise reduction is an important part
value of SNR and a lower value of MSE. Syed)f image processing domain. An image is always
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affected by noise in its capture, acquisition an@nage is changed from its original value by a
processing. This denoising is employed to improv@usually) small amount. In salt and pepper noise
the quality of an image corrupted by a lot of nois¢sparse light and dark disturbances), pixels in the
due to the undesired conditions for imagémage are very different in color or intensity from
acquisition. A variety of literatures have beertheir surrounding pixels; the defining charactéeist
presented in recent times. In this paper, we hawgthat the value of a noisy pixel bears no retatm
designed an efficient denoising technique usinthe color of surrounding pixels. Generally thiseyp
Dual tree complex wavelet packet decompositionf noise will only affect a small humber of image
(DTCWPD) and Empirical mode decompositionpixels. When viewed, the image contains dark and
(EMD). The overall diagram of proposed denoisingvhite dots, hence the term salt and pepper noise.
technique is given in Figure 1. The denoising steps are given by:

3.1.1 Applying DTCWP

Firstly, DTCWP is applied on the noised
imageN[ I(p, q)] . Decompose the noise image

N[I(p q)] into four sub-bands, such as HH, LL,

HL and LH with the aid of the Dual tree complex
wavelet packet transform and we obtain
FW[I(p g)] -Where, FW[I(p, q)]is forward Dual

tree complex wavelet packet transform outpnt.
this stage, DTCWP is used to overcome the
limitations of the classical DWT, such as shift-
| iston Calcuiation | sensitivity and directional selectivity problems.
= Here, shift-sensditivity is small shifts in the input
J L image can cause main variations in the distribution
of energy between DWT coefficients at different
Inverse DTCWP Transform | scales. Directional selectivity means the wavelet
H filters are separable and real. DTCWBs solved
Vi the above two disadvantages in this step. There are
T am two process involved in the DTCWP transform,
IH—I such as, forward Dual tree complex wavelet packet
-~

and inverse Dual tree complex wavelet packet. In
this step, we have applied forward Dual tree
complex wavelet packet. The forward Dual tree
‘»} Denoisedimage complex wavelet packet requires three Perfect
Reconstruction filters (PR) in this stage. The tree

L structure of the DTCWP is given in Figure 2.
PSR and SOME (o

[T

A

<
<

}
on)

Figure 1: Proposed Denoising Method

The overall proposed denoising process i ” (] "
composed into two phases: ;, 63
% Noise area identification phase 5 H I

% Denoising image phase !

!
© G w o0
3.1 Noise Area ldentification Phase ¢~ 1) ¢z

|
Let 'I'(p,g) be an original CT image of rI¢

sizeM x N . Here, the noises (Gaussian and salt ¢

pepper) are applied for the input original CT image ! @) - Dowa sumpling
we obtainN[I(p.q)]. Where, N I(pq)]is the
noised image. In Gaussian noise, each pixel in the Figure 2: DTCWP transform tree model
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3.1.2 Applying Histon Calculation By using the above process, we compute and
rearrange the pixel values to find the noisy areas
After applying forward Dual tree complex without affecting the lower dimensional areas. If
wavelet packet, the histon calculation is performedhe count value is greater than the neighbors then
This process is used in order to smoothing filtewe instruct to update the pixel intensity valueu3h
type and it will not affect the lower dimensions.after completing the rearranging process laaing
Initially, in resultant imag&W[ I( p,q)] finding the applied inverse DTCWP, we obtain some intensity

difference between the neighbors and updating ti¥@lues of a noisy imag&/[ I(p, g)] . i.e., an inverse
values of neighbors by keeping threshold valuefQTCWP is then applied to the rest of coefficiemts t
By changing the pixel values and finding thereconstruct the data. Then, the noisy image isngive
difference between the nearest neighbors is the the empirical mode decomposition process for
process behind the noise removal process. Thus tileage enhancement purpose.

process continues till our eligibility criteria agc

The important steps of histon process are given by3.2 Denoising Phase

« Using the difference between the neare :
neighbors, calculate the pixel value. %'2'1 Applying EMD
% we utilize the formula to find the difference After inverse process, the EMD is applied on the
between the nearest neighbors for all the pixelw\/[| (p.9) image. Empirical mode
values as follows _ decomposition [3] is an efficient filtering technig
Difference of aparticular pixel = @ o reduce the noise and image smoothing. Firstly,
Nearestneighborl- Nearestneighbor2 the IW[I(p Q)] image is vectorized and given

< After finding the pixels values update theinto EMD. Then, in our experimentation, EMD was
pixels values by setting a threshold. Here w@erformed on each channel vector separately and
used the threshold value as greater than 1 gie facet of decomposing a signal into Intrinsic
less than 1. Mode Function (IMF) is utilized in the denoising

< Then to find the intensity values of a pixele  purpose. The EMD process is to perform sift
find the difference between the nearespperations on the original data series until tmelfi
neighbors for the particular pixel values. Usingseries are stationary. The EMD process is shown in
the same formula (1) we find the intensityFigure 3. The sifting process begins from the image
values of a pixel. IW (p,qg)and the initial input to the EMD to the

< After finding the intensity values of a pixel, we rocess is followed by
have to update the values in the image be inout Y 2
setting the threshold. The threshold value is nputy, (P, 0) = IW (p, q) (2)
greater than or less than 0.5. Where mis used as index to show tha" IMF,

< Update the count values in the particulamnd mrepresents iteration number of the current

inten_sity_value of a pixel and we check one b3étep while (p, () denotes the spatial image
onevia histogram and plot the values. .
the location.

< Here, with the difference between
neighbors the intensity values of a pixel is
calculated. By keeping threshold, the intensity IMF1
value of a pixel is calculated. (i.e.) if the Aferiverseduliree
calculated difference between the neighbors complx el MF2
greater than one means replace the pixel vall
with 2 and if the calculated difference betweer  pitket tusfum
the neighbors is less than one means repla
the pixel value with 0.

«+ The above process repeats until the eligibility

criterion occurs. In our process it takes 20

iterations to complete the process. Afte .

completing every iteration the image

FW[ I(p 9)] is represented as IMFn
FW[I(p, o)I', FWLI(p. )], FW[I (p.a)]""....
and so on.

Figure 3: EMD Process
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The decomposition process of EMD is asrrom the equation (6), the imagéNgyp (P, Q) is
follows: . . .
a) Calculate all points of local maxima and all°Pt@ined. But, IWeno (P, 0) contains - white
points of the local minima of pixels. For this purpose, we are going to use edge

input,,,,(p,q) = IW(p,q) for every position. detection technique. Edges are usually local
b) Interpolate the local maxima to form an upperChanges of intensity in an image. Here, Sobel edge
detector is used and the specialty of Sobel edge

envelopeenay (P, d)) - operator is that it detects thicker edges.

c) Interpolate the local minima to form a lower .
envelope(e,;, (P, a)). 3.2.2 Applying Sobel Operator

d) Calculate the mean of upper and lower The Sobel detector is incredibly sensitive to
envelope for each position noise in pictures, it effectively highlights thers a

e (po+e, (po edges. In the Sobel edge detection, the operator
In
3

(e_Meap(pa)= consists of a pair 8*8 blocks, one estimating the

] ) 2 gradient in the x-direction (columns) and the other

e) From the input signal (vector), subtract thesstimating the gradient in the y-direction (rows).
mean envelope Convolution mask is usually much smaller than the

haa(P.) =inpuy (p,a) - (e_mean,,(p.d))  (4) actual image. As a result, the mask is slid over th
This is a one iteration of the sifting processimage, manipulating a square of pixels at a time.
The next step is to check if the signal (vectorJhe edge detected image can be obtained from the
hyn (P, ) from step (e) is an IMF or not. Sobel gradient by using a threshold value. If the
f) Calculate the stopping criterion Sobel gradient values are lesser than the threshold

ZH |( ( q)] value then replaces it with the threshold value,
e_meap{(p
- p:lzvzl

HxW

Where, W and H denotes dimensional of the |, gopel edge detector, the region based edge
image an®psdenotes stopping  criterion. getection process consists of threshold with values

Check if envelope mean satisfies the iteratiotess than 5 and hence the values less than or equal
stop criterion for the current IMF. If the stopto five are removed and then the image splits into

criterion for the current IMF falls below a two blocks assp, G -

small threshold such theps <K here K is ~ Here the main process is by using a count values,
the small threshold the sifting process isye will rearrange the data. If the count value is
stopped for the current IMF is obtainedsame means we will take the average of all other
asIMF,,(pg) = hy,(p,0) . If the stop criterion  data and change the particular pixel value. If the
is not met, the next iteration is started withcount value in the block is not same means we will
iNPUt sy (P.G) = hya(P,G) and this process find the difference b.etween the nearest neighbors
and update the particular value. Thus the process
continues till the eligibility criterion occurs.

. After splitting the blocks into 8*8, the edge
q)is calculated as yetection process takes place. The magnitude of the
R, (p.q) =input,(p, ) - IMF,,(p,q) .If the gradientis calculated using the formula as follows

residue does not contain any more extreme al=./lc? + g2

points the EMD decomposition process is | |_V( P Q) (8)
terminated. Otherwise the next IMF is The direction of the gradient is calculated using
computed from step (a) using the residue age formula

input, i.e.iNpUt,,,(P,d) = R, (p.q). G
> 49:tan‘1[ QJ

ep (5) If f < threshold value then, f = threshold \&l(7)

is repeated from step 1 to find the current IMF.
g) If the current IMF acquired correctly, the
residue signal R, (p,

The EMD process decomposes the noised image P
into several IMFs, and final residé . The P

resultant image is actually sum of theseVN€'e; G is the gradient magnitude
components. @ is the gradient direction.

GpAnd Gpare the blocks which we split

9)

M
Wenp (P,0) = Rn(p,0) + Y IMF,(p,q) )

m=1

and then the Sobel edge detector process takes
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place. After finding the magnitude and direction of4.2 Evaluation Metrics

the gradient in Sobel edge detector the intensit}zhe formulae used to compute the evaluation

values of a pixel is updated. . ;
In above process repeat the steps until the resu#rg'ﬁ;”v\?ss PSNR and SDME values are given as

are obtained. This process is done until it reaches
the threshold. If it is reached, then PSNR an _ : .

SDME value is to be found out. To find the PSN 2.1 Peak Signal to Noise Ratio (PSNR)
and SDME values of an image we have to calculate

the mean square error value. Thus the PSNR andThe formula for PSNR value computation is,

SDME values for different iterations are shown in Er%ax x|, %1,
the table below. The peak signal to noise ratihés PSNR=10log, [ )
ratio of maximum possible pixel in the image to the Z( xy l xy)

ratio of mean square value. Although PSNR C\here. | and I. > Width and height of the
measure the intensity difference between two W h

images, it is well-known that it may fail to degmi denoisedimage _ _

the visual perception quality of the image. Here in Iy Original image pixel value at
our proposed technique we find the PSNR angobordinate(x, y)

SDME values by calculating the difference between
the pixels in the image.

4. IMPLEMENTATION METHODOLOGY

This section presents the results obtained from
the experimentation and its detailed discussion o
about the results. The proposed approach of ima%ez-2 Second  Derivative ~ Measure  of
denoising is experimented with the CT medicaFnhancement (SDME)
images and the result is evaluated with the PSNR

and SDME

I;yé Denoised image pixel value at
coordinate (X, y)
Efm - Largest energy of the image pixels

The formula for SDME value computation [22]
is,
4.1 Simulation Environment 1 || -2 1 |

- maxx,| centerk,| mink,|
L . SDME= - 20In

The proposed method is implemented in a kiky |Imaxk|+2|Cemerk,+|mm.k,|
Windows machine having a configuration of Inteiyv e
(R) core I5 processor, 3.20 Ghz, 4 GB RAM an here the denoised image is divided intq Xk,)
the operation system platform |Is Microsoftblocks with  odd  size, |
Windows7 Professional. We have used Matla _ L
latest version (7.12) for this proposed technique. | mink 1 COTT€spond to the maximum and minimum

values of pixels in each block whereds, o/ | is

maxk,| and

Dataset description: For our proposed denoising ) ) o
technique, we have taken five different CT image§'e value of the intensity of the pixel in the ant
and these images are publicly available. The fivef €ach block.

CT images are given in Figure 4 4.2.3 Experimental Results

In this section, we have five CT images and two
noises (Gaussian and salt & pepper) are taken for
proposed denoising technique. Here, we show three
different CT images and the corresponding noise
image and noise variance levels, noised images and
denoised images. Hence these images were given as
input for denoising and the step by step process of
our proposed technique is shown in the Fig below.
Table 1 to 3 shows the (i) input image (ii) Noise
image (iii) shows the noise variance level (iv)
Noised image of the CT lungs image and (iv)

(]) (2) (3) (4) (5) denoised images.

Figure 4: CT Images for our proposed method
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TABLEL: RESULTS OF PROPOSED DENOISING TECHNIQUE FOR5, |MPLEMENTATION RESULTS

CT IMAGEL

: Nelae Noised | Denoised

Input Noise varianece e B

level 2e 2e
002 D
Ciaussian .04 @
p—— 0.02 @
e | g D

papper

D

In this paper, we have compared our proposed
denoising technique against existing technique
(Sachin Det al [10]) with five CT images. The
performance analysis has been made by plotting the
graphs of evaluation metrics such as PSNR and
SDME as shown in Figures 5 to 24. By analyzing
the plotted graph, the performance of the proposed
technique has significantly improved the PSNR and
SDME compared with existing technique [10].

In 1% image, the performance graphs are
plotted and they are given in Fig 5 to 8. In PSNR
graph, the proposed denoising technique achieved
the PSNR value of 21.1287 which is high compared
with the PSNR value of existing technique (16.718)
for Gaussian noise. In SDME graph, proposed

TABLE2: RESULTS OF PROPOSED DENOISING TECHNIQUE FOR denoising technique achieved the SDME value of
CT IMAGE2

Input

Noise

Noise
Variance
level

Ciaussian

0.02

{04

.06

Salt & papper

002

04

0.06

TABLE3: RESULTS OF PROPOSED DENOISING TECHNIQUE FOR

Denoised
Image

EEERBS

CT IMAGE3
Input Noise Noised Denoised
Noise variance Image
level
)
0.04
Gaussian @

)
0.02
0.04

Salt & @

papper =
)

46.73, which is high compared with the SDME
value of existing technique (43.736) for Gaussian
noise. The proposed denoising technique achieved
the PSNR value of 21.9445 which is high compared
with the PSNR value of existing technique (21.63)
for salt & pepper noise. In SDME graph, proposed
denoising technique achieved the SDME value of
43.10, which is high compared with the SDME
value of existing technique (38.09) for salt &
pepper noise.
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Figure 5: PSNR graph of Gaussian noise for CT imhge
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g
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Figure 6: SDME graph of Gaussian noise for CT image
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Figure 7: PSNR graph of salt & pepper noise for
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Figure 10: SDME graph of Gaussian noise for
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Figure 8: SDME graph of salt & pepper noise for

In 2" image, the performance graphs are
plotted and they are given in Fig 9 to 12. The 70
proposed denoising technique achieved the PSN
value of 21.318 which is high compared with the
PSNR value of existing technique (16.80) for
Gaussian noise.
denoising technique achieved the SDME value g
48.97, which is high compared with the SDME
value of existing technique (45.13) for Gaussiar

CT image 1

In SDME graph,

propose

CT image 1 CT image 2
Salt & Pepper Salt & Pepper
70 25
60 L & 20 %
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40 :.7 15
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Figure 11: PSNR graph of salt & pepper noise for

CT image 2
Salt & Pepper
60 B
n =

SDME

—+—Proposed

20 e
~E@—Existing[10]

10

0.02 0.04 0.06

Noise Level

noise. The proposed denoising technique achieveu

the PSNR value of 21.75 which is high compared
with the PSNR value of existing technique (18.911)
for salt & pepper noise. In SDME graph, proposed

Figure 12: SDME graph of salt & pepper noise for

CT image 2

denoising technique achieved the SDME value of
44.012, which is high compared with the SDME
value of existing technique (38.214) for salt &

pepper noise.

PSNR

;,L.ﬁ

Gaussian

—_
— s

—e—Proposed[10]
——Existing

0.02 0.04 0.06

Noise Level

In 3 image, the performance graphs are
plotted and they are given in Fig 13 to 16. In PSNR
graph, the proposed denoising technique achieved
the PSNR value of 21.206 which is high compared
with the PSNR value of existing technique (16.756)
for Gaussian noise. In SDME graph, proposed
denoising technique achieved the SDME value of
48.32, which is high compared with the SDME
value of existing technique (39.84) for Gaussian
noise. The proposed denoising technique achieved
the PSNR value of 22.5698 which is high compared
with the PSNR value of existing technique (21.736)
for salt & pepper noise. In SDME graph, proposed
denoising technique achieved the SDME value of

Figure 9: PSNR graph of Gaussian noise for CT im2ge 43.7783, which is high compared with the SDME

e
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value of existing technique (39.7519) for salt & In 4™ image, the performance graphs are plotted

pepper noise.

Gaussian
25
20 —
2 —
~ 15 ’;ﬁ
z
w2
&~ 10 —+—Proposed
5 —8—Existing| 10|
0 T T
0.02 0.04 0.06
Noise Level

Figure 13: PSNR graph of Gaussian noise for
CT image 3
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Figure 14: SDME graph of Gaussian noise for

CT image 3
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Figure 15: PSNR graph of salt & pepper noise for

CT image 3
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Figure 16: SDME graph of salt & pepper noise for
CT image 3

and they are given in Fig 17 to 20. The proposed
denoising technique achieved the PSNR value of
21.3496 which is high compared with the PSNR
value of existing technique (16.7834) for Gaussian
noise. In SDME graph, proposed denoising
technique achieved the SDME value of 49.7599,
which is high compared with the SDME value of
existing technique (45.405) for Gaussian noise. The
proposed denoising technique achieved the PSNR
value of 22.1813 which is high compared with the
PSNR value of existing technique (21.8897) for salt
& pepper noise. In SDME graph, proposed
denoising technique achieved the SDME value of
43.8492, which is high compared with the SDME
value of existing technique (38.2939) for salt &
pepper noise.
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Figure 17: PSNR graph of Gaussian noise for

CT image 4
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Figure 18: SDME graph of Gaussian noise for

CT image 4
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Figure 19: PSNR graph of salt & pepper noise for
CT image 4
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Figure 20: SDME graph of salt & pepper noise for
CT image 4

Figure 23: PSNR graph of salt & pepper noise for
CT image 5

In 5" image, the performance graphs are plotte
and they are given in Fig 21 to 24. In PSNR graplk
the proposed denoising technique achieved tk
PSNR value of 21.1233 which is high compare
with the PSNR value of existing technique
(16.7386) for Gaussian noise. In SDME graph
proposed denoising technique achieved the SDM

Salt & Pepper
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—

<
—eo—Droposecd
—m—Existing[10]

SDME

002 004 006

Noise Level

value of 47.992, which is high compared with the
SDME value of existing technique (43.3181) for

Gaussian noise. The proposed denoising technique

Figure 24: SDME graph of salt & pepper noise for
CT image 5

compared with the PSNR value of existing
technique (21.4638) for salt & pepper noise. In

Method With Existing Method For Gaussian Noise

SDME graph, proposed denoising technique ”(‘:QI‘_“ Noise Proposed Existing
achieved the SDME value of 42.0401, which is high | mage level P [10]
compared with the SDME value of existing 0.02 211287 16.7166
technique (38.366) for salt & pepper noise. Totally @ : : :
from the Table 4, the proposed denoising technique N 0.04 19.6213 14.7828
is achieved better results when compared existing B 0.06 18.646 13.5612
technique [10]. 002 | 21.3186 16.8026
Gaussian m 004 199728 148172
25 N—
B — 0.06 18.6979 13.6043
20 —
o 15 -— - 0.02 21.206 16.7567
z
£ 1o ——Proposed m 0.04 19.9561 14.8153
< —m—Existing| 10|
B — 0.06 18.828 13.5965
0
0.02 0.04 0.06 0.02 21.3496 16.7834
Rotselevel m 0.04 19.9989 14.856
==
) ) ) — 0.06 18.9786 13.5704
Figure 21: PSNR graph of Gaussian noise for
CT image 5 e 0.02 21.1233 16.7386
P 0.04 19.8723 14.8244
0 R . 0.06 | 18.8407 13.5808
50
—
1 Ba— Table 4 shows the comparison values of Peak

SDME
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20

0.02 0.04 0.06

S

Noise Level

Figure 22: SDME graph of Gaussian noise for
CT image 5
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Signal to Noise Ratio (PSNR) for different noise
variance levels for gaussian noise between the
proposed method and the existing method. Table 5

hows the comparison values of Second Derivative

Measure of Enhancement (SDME) for different
noise variance levels for gaussian noise between th
proposed method and the existing method.
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Table 5: C_ompa_ris_on Of Sdme Values O_f PrOpqsed Table 7 shows the comparison values of Second
Method With Existing Method For Gaussian Noise  Derjvative Measure of Enhancement (SDME) for
different noise variance levels for salt and pepper

Input

cT ’I\'Oi;e Proposed Exilstoing noise between the proposed method and the existing
Image & [10] method.
0.02 46.7269 | 43.7036 ,
Table 7: Comparison Of Sdme Values Of Proposed
0.04 44.338 37.9114 Method With Existing Method For Salt And Pepperddoi
0.06 43.9474 | 34.4204 T
0.02 | 489719 | 45.1277 CT | Noiselevel | Proposed Ex[iistoi]ng
0.04 47.3975 | 38.9988 Image
0.06 46.162 35.6109 @ 0.02 67.8798 52.0768
0.02 48.2659 | 45.1306 A\ 0.04 64.9669 46.527
0.04 48.3279 | 39.8488 0.06 43.101 38.0931
0.06 475855 | 35.9237 m 0.02 67.5065 52.9996
0.02 49.7599 | 45.4059 N 0.04 65.2206 49.4154
0.04 | 46.7261 | 39.5777 — 0.06 44.0129 38.2141

0.02 67.9266 63.3859

0.04 46.4375 | 37.8772 0.06 43.7783 39.7519

0.06 444947 | 34.7142 0.02 64.3396 54.1842
@ 0.04 68.8235 48.8421
N

0.06 46.0037 36.3572

Table 6: Comparison Of Psnr Values Of Proposed 0.06 43.8492 38.2939
Method With Existing Method For Salt And Pepperddoi

0.02 65.8095 50.4402
isti 0.04 63.1082 49.5018
Noise level Proposed Exgstolng | —
[10] 0.06 42,0401 38.365
0.02 21.9445 21.634
0.04 21.0776 18.567 6. CONCLUSION
0.06 20.4357 17.0057 Image denoising is a  familiar
0.02 24.841 21.8661 preprocessing step in many CT image processing
0.04 21 7599 18.918 anq analy3|s tasks,. §uch as segmentatlon,
registration or parametric image synthesis. Inmece
0.06 20.5562 16.9189 years, various image denoising techniques are
0.02 22.5698 21.7306 | developed. In this paper, we propose a new image
0.04 21.2678 18.8978 denoising technique using EMD and Dual Tree
0.06 205852 17.0635 Comp_lex Wavelet Packets. Here, h|stpn process is
used in order to overcome the smoothing filter type
0.02 22.1813 218897 | and it will not affect the lower dimensions. We
0.04 21.4148 18.7489 have used two noises, like as Gaussian and salt &
0.06 20.8899 17.0178 | pepper for proposed technique. The performance of
the proposed image denoising technique is
0.02 21.7314 21.4638 evaluated on the five CT images using the PSNR
0.04 21.1082 18.9884 | and SDME. For comparison analysis, our proposed
0.06 19.9906 16.9854 denoising technique is compared with the existing

work in various noise levels. The above

Table 6 shows the comparison values of Pedl@lculations are being performed on an image of
Signal to Noise Ratio (PSNR) for different noisgesolution 512x512 and work is being done to
variance levels for salt and pepper noise betwe¢Amove Gaussian and salt & pepper noise of the
the proposed method and the existing method. images and future plan is to make it valuable for
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