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ABSTRACT

Recent advances in technology has led to huge Bpramvtgenerating high dimensional data sets by
capturing millions of facts in various fields, tinphases, localities and brands. Microarray datdaias
gene expression from thousands of genes (featfioes)only tens of hundreds of samples. The richr@®u
of information generated from microarray experinsesften consist of incomplete and/or inconsistextad
Data mining is a powerful technology that automalbesprocess of discovering hidden patterns. Ticaudit
fuzzy clustering approaches are available whictkdam process efficiently in case of incomplete or
inconsistent data. It has high influence over #wlting partitions. In this proposed approach dbgree of
membership to indeterminacy is extended by adoptiagoncept of generalization of fuzzy logic, whis
known as intuitionistic fuzzy logic. This paper poses a hybrid approach for clustering high dinredi
data set using FCM and Intuitionistic Fuzzy PagtiSlwarm Optimization (IFPSO) to overcome the local
convergence problem. To find similarity among olgeand cluster centers intuitionistic based sirtifar
measure is used. Intuitionistic fuzzy particle swasptimization optimizes the working of the Fuzzy ¢
means algorithm. Experimental results of propoggat@ach shows better results when compared with the
existing methods.

Keywords. Fuzzy Clustering; Intuitionistic Fuzzy; Particle Svarm Optimization; Gene Expression Data;
Yeast Data; Degree Of Membership

1. INTRODUCTION Fuzzy c-means (FCM) is the most common fuzzy
clustering algorithm. The algorithm uses objective
The most common popular Data miningfunction to measure the desirability of partitions.
techniques  discussed are clustering anBuzzy c-means is an effective algorithm, whereas
classification[4]. Classification is a supervisedhe random selections of center point make itegativ
learning method, whereas clustering is aprocess falling into local optima solution hence
unsupervised learning method. The goal dfifferent initializations may lead to different teis.
clustering is to ascertain new set of categorigs[12
Clustering technique groups objects of simila
pattern into one partition. Clustering techniques a
broadly classified into hard and soft partition.[7]
The traditional hard partitioning methods allow on

Uncertainty is one of the major challenges posed
[)y real-world clustering applications in the
localization of the feature vectors. In microarray
(%ata, the number of samples is very limited while
object to lie in only one cluster at a time. Thecha he volume of genes 1S very Iarge; such data sets a
- . : . S very sparse in high-dimensional gene space.
partition gives undesirable results, i) while figian
ﬁloreover most of the genes collected may not

object that almost lie between two clusters and i . . : .
: . . L ecessarily be of interest. Uncertainty about which
placing an outlier. This adverse situation can be

fixed by fuzzy clustering. Fuzzy clustering allowsdENes are relevant ‘makes it difficult to select

one data item to belong to several cIuste|J§fc>.rr.nat.'V(.e genes[5]. To h_andle this .p.ro.t_)lem
intuitionistic fuzzy approach is used. Intuitiomist

concurrently with different membership degree .
The assigning to a partition is determined by tsguzzy Sets (IFSs)[1] are generalized fuzzy sets,

. . which are useful in coping with the hesitanc
membership degree that lies between 0 and 1[16]'originating from impgrfgct or imprecisey

information. Membership and non-membership
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value are elements involved in this sets. The degrendicates that the computation times and solution
of membership denotes the validity or trueness afuality of FPSO for large datasets was better than
the element to the set, whereas the non-validity 6i1CM.

falseness of the element to the set denotes the non .
membership value. Apart from validity and non- In [10], PSO algorithm and fuzzy methods were

validity of the element, another element name‘dombmed to avoid local peaks and find global

hesitancy or indeterminacy or uncertainty pose%ptimal solution. This approach uses global search

difficulty in determining the validness of thecapacity to overcome FCM deficits. It finds optimal

membership of the element to the group. Receﬁlcslt'onﬁr?ésdl:ﬁ;er;ecrigt;rsc?gq'Z%Ztngatz?egsgﬁ
research indicates that applying intuitionistic Zyz y P

. ) : . . qluster.
sets to high dimensional data provides optimal
clustering results. A hybrid approach, in which fuzzy c-means
clustering method and artificial neural networks

Particle Swarm Optimization (PSO) is a . . .
; : ._were used in fuzzy time series to get more accurate
population based search technique that share mmg

characteristics to Genetic Algorithm. It is an_orecasts were presented in [6]. Fuzzificatiapst

adaptive algorithm based on social-psychologic%T. FCM removes _problems caused by pa(t|t|on_of
iscourse of universe and fuzzy relationships

gfljngr' ast%(;ﬁgztighyc’f Tg\;\\l/;?gals ;gi%jslgﬁi;‘_ineld by e_lrtificial neural networks avoids use of
successful regions [8]. In this paper the FCI\fl'jl icult matrix operations.

algorithm is combined with intuitionistic fuzzy Two methods for minimizing the reformulated

particle swarm optimization taking the merits ofobjective functions of the fuzzy c-means clustering
both to give efficient results. model by particle swarm optimization: PSO-V and
E’SO-U. In PSO-V each particle represents a

The paper is organized as follows. Section :
briefs about the related works. Section 3 describézé)mponent of a cluster center, and in PSO-U each

the materials and methods. Section 4 elaboratgglrtiCIe represents an unscaled and unnormalized

: membership value were presented in [13]. The
about the proposed work. Experimental results on ; .
proach was compared with alternating

data sets are given in section 5 and section ?)E?timization and ant colony optimization methods
concludes the work. p y op .

2 RELATED WORK 3. MATERIALSAND METHODS

There are many PSO based Fuzzy clusteringl Fuzzy c-meansalgorithm

methods available in the Iite_rature. [15] in their |nstead of assigning an object to a single cluster,
proposed work used the distance between thge jterative method, Fuzzy C-Means algorithm
sample and cluster centers to distribute thFFCM) uses the concept of fuzzy membership,
membership in order to meet the constraints Qfhere each object will have different membership
FCM. The optimum particle has been directed tQajyes on each cluster. It partitions set of n cisje
close the group in an optimized way. A chaotiGh R dimensional [2] space into ¢ (1 < ¢ < n)
partic!e swarm fuzzy clustering algorithm based 0®={0,,0,,...0,} fuzzy clusters with Z={z,2,,....z:}
chaotic particle swarm and gradient method wagyster centers or centroids. The fuzzy clustedhg
proposed in [3]. Adaptive inertia weight factor andobjects is described by a fuzzy matgixvith n rows
iterative chaotic map with infinite collapses aregnd ¢ columns in which n is the number of data
used. The method uses chaotic PSO to search {jects and c is the number of clustens, the
fuzzy clustering model, using the search capabilitglement in the ith row and jth column jn boint

of fuzzy c-means and thereby avoided the locglyt the degree of association or membership
convergence problem. The gradient operator iginction of the ith object with the jth cluster. &h

superior over the FCM algorithm. characters ofi are as follows:

An efficient hybrid method based on fuzzyme[0,1] 0j =1,2,....C 1)
particle swam optimization (FPSO) and Fuzzy C-~-c A
Means (FCM) algorithms, to solve the fUZZYZizl'u ii_l’ 0=12..n @)

clustering problem, especially for large data sets
was presented in [9]. The performance wa
improved by seeding the initial swarm with the
result of the c-means algorithm. The experiment

<> <10,=1,2,..¢ 3)

i=1
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The objective function of FCM algorithm is to where, X and V are position and velocity of padicl

minimize the Eq. 4: respectively. w is inertia weight, c1 and c2 are
I ell C  my2 positive constants, called acceleration coeffigent

‘]m _Zi=121=1'ul dii lsm<a Q) which control the influence of pbest and gbest on

where the search process,P is the number of particles in

dj =la-1z (5) the swarm, yand p are random values in range [O,

wherem (m>1) is a scalar termed the weightingl]-

exponent and controls the fuzziness of the regulting , ; - PSO Algorithm

clusters and dis the Euclidean distance from i gort

object g to the cluster center.ZThe z, centroid of A particle swarm optimization with fuzzy set

the jth cluster, is obtained using Eq. (6). theory is called fuzzy particle swarm optimization
noom (FPSO) [11]. Using fuzzy relation between
7 = zizyuii 0 (6) variables, FPSO redefines the position and velocity
] Zn u" of particles and its also applied for clustering
i= problem. In this method X is the position of
Algorithm 1. Fuzzy c-means particle, the fuzzy relation for the set of datdechs

1. Select m (m>1) and initialize the membershi O_={ol,02,...on}, to set of clusters centers
function values y; i=1,2,...n, j=1,2...c ={z4,2,....z,}can be expressed as follows

2. Compute the cluster centerg = 1,2,..., ¢ by o - M
using Eq. (6) X = (10)
3. Compute Euclidian distance;,d = 1,2,..., n; oo
j=1,2,...,c _ o My o Mo
4. Update the membership functiqn),i = 1, 2... n;
j=1,2,..., ¢ by using below equatipp Here, p; is the membership function of the ith
1 object with the jth cluster with constraints
py = ) _ _
zc (d-- Jm_l 0.0, 1], —1,2..nDj =12c (11)
0
k=1 c
G >y =10,=12.n (12)
If not converged, go to step 2.
32 PSO therefore it is known that the position matrix of

each particle is the same as fuzzy matrin FCM

Particle swarm optimization (PSO) is aalgorithm. Also the velocity of each particle is
population-based stochastic optimization techniqustated using a matrix with the sizerows andc
inspired by bird flocking and fish schooling [8] columns, the elements of which are in range
which is based on iterations/generations. Thbetween -1 and 1.
algorithmic flow in PSO starts with a population of The equations (13) and (14) are used for updating
particles whose positions represent the potentighe positions and velocities of the particles based
solutions for the studied problem, and velocities a the matrix.
randomly initialized in the search space. In each
iteration the search for optimal positon is V(t+1) =wV(t) +cimy X
performed by updating the particle velocities angbest(t) — X(t) + c,1, X gbest(t) —
positions. In each iteration, the fitness valueath X(t) (13)
particle’s position is determined using a fitness X({t+1)=X{t)OV(t+1) (14)
function. The velocity of each particle is updated
using two best positions, personal best positiah an After updating the position matrix, it may violate
global best position. The personal best positionhe constraints given in (11) and (12) since it is
pbest, is the best position the particle has \dsitecompulsory to normalize the position matrix. First
and gbest is the best position the swarm has disitell the negative elements in matrix are set to.zéro
since the first time step. A particle’s velocitydan all elements in a row of the matrix are zero, they

position are updated as follows. need to be reevaluated using series of random

V(t+1)=wV(t)+ciri(pbest(t)-X(t))+era(gbest(t)- numbers within the interval between 0 and 1, and
X(1); (8) then the matrix undergoes the following

X(t+1)=X(t)+V(t+1) (9) transformation without violating the following

constraints:

e ——
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n 7 Step 10. If terminating condition is not met, go to
/ c / c step 4.
Zj:lMi Z;:yulj

3.2.2Intuitionistic Fuzzy Set

The Intuitionistic Fuzzy Set (IFS) was defined as
My M an extension of the ordinary Fuzzy Set [2] [14]. As
zc u zc m opposed to a fuzzy set¥j given by:
L = = A={(x ua (X)) | xe X } (18)
wherauia(X) 2[0,1] is the membership function of
(15) the fuzzy sef, an intuitionistic fuzzy seB is given
This technique uses the following equation aby:
fitness function for evaluating the solutions. B ={x,ue (), ve(X) |xeX} (19)
K wheraig(X) =[0,1] andvg (X) 2[0,1] are such that:
f(X)=— (16) 0<ug (X)), vew=1 (20)
I andig(x) ,vs(X) €[0,1] denote degrees of

membership and non-membership of & B,
respectively.

For each intuitionistic fuzzy setB in X,
hesitation margin” (or “intuitionistic fuzzy
éndex”) of XxeB is given by:

Here K is a constant and,Jis the objective
function of FCM algorithm. The smaller ig, Jthe
better is the clustering effect and the higherhis t |,
individual fitnessf (X). The termination condition
in this method is the maximum number of iteration 21 21
or no improvement in gbest in a number Of/[vshﬁ:(%_ex_pltrlg;ge_s\%éxgesitation degree of v(vhe)xher
iterations. The FCM algorithm is quicker than th%)f;longs t0B or not. It is obvious that Brs(x)<1,

or each xe X. To describe an intuitionistic fuzzy

set completely, it is necessary to use any two

FPSO algorithm because it need not incur as mu
of function evaluations, but it normally go down

into local optima. FCM algorithm incorporated with X . . .
P g P functions from the triplet: membership function;

FPSO algorithm to form a hybrid clustering . T S )
algorithm called FCM-FPSO which maintains thenon-membershlp function; and hesitation margin.

merits of both FCM and FPSO algorithms. 4. PROPOSED APPROACH

Algorithm 2. Fuzzy PSO o )
4.1 Intuitionistic Fuzzy Particle Swarm

Input : Dataset Optimization (IFPSO)
Output : Objective Values

Step 1. Initialize the parameters including Existing approaches works fine for the data-sets

iterative count. is noisy or distorted then it wrongly classifiessy
Step 2. Create a swarm with P particles (X, pbedtixels because of its abnormal feature data and
gbest and V are n x ¢ matrices). results in an incorrect membership and improper
Step 3.Initialize X, V, pbest for each particle andlustering.
gbest for the swarm. The above said problem was also faced by the
Step 4. Calculate the cluster centers for eaglyzzy particle swarm optimization approach. To
particle using overcome the problem of abnormal features that
Z” u"o exist among the particle clustering can be
z :+“' (17) overwhelmed by introducing the concept of
zi:l ,ui;” intuitionistic ~ fuzzy based particle swarm

optimization which is the generalization of fuzzy
Step 5. Calculate the fitness value of each particbased particle swarm optimization. In this approach

using Eq. (16) each particle is concerned not only with the
Step 6. Calculate pbest for each particle. membership function but the in deterministic
Step 7. Calculate gbest for the swarm. degree is also taken into consideration for hagdlin
Step 8. Update the velocity matrix for each pagticlthe abnormality problem. The abnormality problem
using Eq. (13) arises due to the inconsistency of the particles

Step 9. Update the position matrix for each particlposition information.
usingEq. (14)

11
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Step 9. Update the position matrix for each paaticl

using Eq. (14)
Data se Step 10. If terminating condition is not met, go to

step 4.

: 4.2. Hybrid Fuzzy C Means and Intuitionistic
Preprocessing Fuzzy Particle Swarm Optimization

The FCM algorithm is quicker than the IFPSO
algorithms because it uses few function evaluations

] but it normally go down into local optima. Rather,
Applying IFPSC FCM algorithm incorporated with IFPSO algorithm
¢ to form a hybrid clustering algorithm called FCM-

- IFPSO which maintains the merits of both FCM
Applying FCM and IFPSO algorithms. In FCM-IFPSO algorithm,

FCM is applied to the particles in the swarm every
number of iterations/generations such that the

- fitness value of each particle is improved. The
Generating cluster algorithm 4 illustrate hybrid FCM-IFPSO.
patterns Algorithm 4. FCM-IFPSO algorithm
Figure 1: Framework of Proposed Work Input : Dataset

Output : Objective Values
This proposed approach IFPSO introduceStep 1. Initialize the parameters of IFPSO and FCM
another degree into the consideration for handlingcluding population size P, c1, c2, w, and m.
the uncertainty problem among the particles usingtep 2. Create a swarm with P particles (X, pbest,
hesitation degree which is also known as igbestand V are nx ¢ matrices).

deterministic degree. Step 3. Initialize X, V, pbest for each particledan
gbest for the swarm
Fhao e o Step 4. IFPSO algorithm
X=0 o . (22) 4.1 Calculate the cluster centers for each particle
using by (23)
Mg e Hie 4.2 Calculate the fitness value of each particiagus
by (16)
Algorithm 3. IFPSO algorithm 4.3 Calculate pbest for each particle.

Input - Dataset 4.4 Calculate gbest for the swarm.

nput - .aafse . 4.5 Update the velocity matrix for each particle
Output : Objective Values using by (13)

Step 1 ”?'“a"ze the parameters |nclu_d|ng4_6 Update the position matrix for each particle
population size P, cl1, c2, w and the mammurr&sing by (14)

iterative count.

Step 2. Create a swarm with P particles (X, pbe
gbest and V are n x ¢ matrices).

Step 3.Initialize X, V, pbest for each particle an sing (13)

gbest for the swarm. .2 Compute Euclidean distancg, d= 1,2,..., n;
Step 4. Calculate the cluster centers for eaci_12 c

particle using

.7 If terminating condition is not met, go to step
tep 5. FCM algorithm
.1 Compute the cluster centg¢ws, j = 1,2,..., ¢, by

5.3 Upd’ate the membership functioif, i = 1,2...n

_ " :ui*k Xik ) 1
Zj - Zkzlzn * (23) j=1,2,...,C,Uij :—2 (24)
kzlluik c d. m-1
Step 5. Calculate the fitness value of each particl Zk_l —L
using Eqg. (16) dy
Step 6. Calculate pbest for each particle.
Step 7. Calculate gbest for the swarm. 5.4 Calculate pbest for each particle.
Step 8. Update the velocity matrix for each paeticl 5.5 Calculate gbest for the swarm.
using Eq. (13) 5.6. If FCM terminating condition is not met, go to

step 5.

e ——
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Step 6. If FCM-IFPSO terminating condition is notruns for FCM and 10 independent runs for IFPSO

met, go to Step 4. and FCM-IFPSO are shown in the figures 2,3,4 &
5. Figure 2 shows the best, average and worst cases

o. EXPERIMENTAL RESULTS of objective function values obtained applying over

The algorithms discussed in the previous sectioiris data set for FCM, FPSO, IFPSO and FCM-

9 P fEPSO algorithms. The proposed hybrid approach

have l:_Jeen implemented using MATLAB. I:OrFCM-IFPSO method depicts better results over the
evaluating the performance of the proposed Worléjther existing methods

four different benchmark datasets are taken into
consideration.

5.1 Parameter settings

Figure 3:Results for yeast data set

. Figure 3 shows the best, average and worst cases
The optimized performance of the IFPSO and ohiective function values obtained applying over

FCM-IFPSO, fine tuning has been executed anghact data set for FCM. EPSO. IFPSO and FCM-
best values for their parameters are chosen. Thepgo algorithms. ’ ’

experimental results based on these algorith
achieve best under the following settings: c1,c2, 4700
the value is3.0 - population is 12, and weight galu | 4600 &~

are: the minimum of weight value is 0.2 and| 4500
maximum of value is 0.8 and weighting exponent 4400
component m value is 2 which is common to all 4300 -

N

the algorithms. The FPSO and IFPSO terminating 4200 ‘\— = =#=Worst
condition is till it reaches the maximum iteration 2(1)88 \A/‘_ A
value when the algorithm cannot improve the gbest verage
. : . . 3900

in 500 consecutive iterations. Also the FCM-— 3800 = Best

IFPSO terminating condition is met, when the 374,
algorithm cannot improve the gbest in 2

AR S O O O
consecutive Iterations. <<C; <<Q {8 §<Q
78 S
76 - «

;‘2‘ T \_ Figure 4:Results for colon cancer data set
70 - Figure 4 shows the best, average and worst cases

4 e | ==@==\NoOrst S . . .
68 ors of objective function values obtained applying over

gi Average colon cancer data set for FCM, FPSO, IFPSO and
62 B FCM-IFPSO algorithms. The proposed approach
60 A= Best depicts better results when compared to the egistin
' ' ' ' approaches and it can flee from local optima.
S L L L .
<R Figure 5shows the best, average and worst cases
& of objective function values obtained applying over
leukemia data set for FCM, FPSO, IFPSO and
FCM-IFPSO algorithms. The proposed approach
Figure 2:Results for Iris data set depicts better results when compared to the egistin
approaches.
The experimental results of over 100 independent
2500
2300 - T
2100 A —
=¢=\Worst
1900
Average
1700
=== Best
] 1500 T T T 1
S P L P 13
<<Q/ <<Q \(8 ’{8
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12000 Best: 1.63234e-008 Mean: 0.000758198
45071
Mean Score
11500 \\ 400 - Best Score
11000 350
10500 \~‘ ——\\orst 300}
-
10000 ‘__‘\‘_—‘ Average 2 250
9 200 .
9500 === Best -
9000 T T T ) 1501~ -
S 0O O o 1w00f ..t
& QQG) {8‘7 {8% | -
2 504+ - :.'
& i C e
0 50 100 150

Figure 5:Results for leukemia data set

Generation

Table 1 describes the number of samples an@gure?:Mean and best score value for 129 generations
genes of the microarray dataset namely, yeast,The above figure shows the various generations

colon cancer and leukemia datasets.

Table r&ns of proposed FCM-IFPSO algorithm with the

describes the number of attributes and instances wikean and best score value.

the benchmark iris dataset.

Table 1. Gene expression dataset

Data set No. of samples No. of gen
Yeast 79 2467
Colon cancer| 62 2000
Leukemia 72 7129

Table 2. Benchmark dataset

Data set | No. of attributes

No. of instanag

Iris 4 150

Figure 6: Average cumulative change for 129
generations

The figure 6 shows Average cumulative change
in value of the fitness function over 50 generation
less than 1e-006 and constraint violation less than
1e-006, after 129 generations. Figure 7 shows the
mean and best score over 129 generations ( Final
best point: [0.99999 0.99998])).

6. CONCLUSION

Data mining poses a vital issue in clustering of
high dimensional gene expression data. Several
algorithms have been addressed in the literature fo
handling such data. The fuzzy c-means algorithm is
sensitive to initialization and is easily trapped i
local optima. On the other hand, the fuzzy particle
swarm algorithm is a global stochastic tool which
could be implemented and applied easily to solve
various function optimization problems. Both of
them fail to handle the uncertainty condition and
they left the concept of indeterminacy when there i
a presence of vagueness or incompleteness in
clustering dataset.

In this paper, an optimization approach is put
forward in order to overcome the shortcomings of
the fuzzy c-means and fuzzy particle swarm
optimization. The proposed method removes the
indeterminacy thereby a good performance of the
desired clusters is obtained. Instead of just
considering the membership value of each object in
the cluster, the proposed approach takes into
account the in- deterministic value as an important
factor in the case of incompleteness in the dataset
clustering. Experimental results over well-known
data sets, Iris, Yeast, Colon cancer, and Leukemia,

14
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show that the proposed hybrid method is proficierftt0] Mir, M., Tadayon Tabrizi, G., “Improving
and can reveal very encouraging results in term of Data Clustering Using Fuzzy Logic and PSO
quality of solution found. A new hybrid method Algorithm”,  20"Iranian  Conference  on
combining fuzzy c-means and Intuitionistic fuzzy  Electrical Engineering, 2012, Tehran, Iran
Particle swarm optimization algorithm have been11] Pang, W., Wang, K., Zhou, C., Dong, L. “Fuzzy
applied successfully for real world datasets. The discrete particle swarm optimization for solving
computational results show that the performance of traveling salesman problem’Proceedings of
the proposed algorithm is better than the other the fourth international conference on computer
existing algorithms. and information technology, IEEE CS Press

Our future work would be directed towards 2004 pp.796-800.

Intuitionistic fuzzy clustering combined with [12] Rokach. L., Maimon, O., “Clustering methods”,

intuitionistic fuzzy particle swarm optimization in ~ Data Mining and Knowledge Discovery

order to achieve better results for microarray data gggdbook Springer, New York, 2005, pp. 321—
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