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ABSTRACT

An extensive review of the existing research wonk the field of schema matching uncovers the
significance of semantics in this subject. It iydred doubt that both structural and semantics asplec
schema matching have been the topic of researcimdory years and there are strong references aleilab
for both. However, an in-depth analysis of all &wailable approaches suggests there are furthpesdor
improvement in the field of semantic schema matghidormalization and lexical annotation methods
using WordNet have been proposed in several studigghe level of matching accuracy in those ssdi
have not yet reached a point that can encourageadtdmation of schema matching in commercial use.
This paper lists out several possible future wakda on the existing limitations.

Keywords. Database Integration, Schema Matching, Data Heterogeneity, Semantic Schema Matching,
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1. INTRODUCTION data integration in various applications such da da
The advancement of information andwarehousin_g, integrgtion of web. sources, and
communication technology has opened doors fornt_ology alignment in the semantic web: In_th|s
; . Yeview paper, we focus on schema matching in the
many data sources to communicate with each other . .
in a semantic web. At the same time it has create(z:gntext of data integration.
data heterogeneity problems in various application Currently, the schema matching process
domains. Large amount of data is created every dags improved from fully manual to semi-automatic
by different sources in different formats. The walu after years of research by numerous researchers.
of data increases when it can be linked with othérhe process is still not fully automated, has
data, thus data integration is a major creator shortcomings in lots of areas, and needs
value. So, data integration and data sharing ammprovements that consider the increasing number
getting important for many application domainsof data, schema and data sources. Schemas
But at the same time, the semantic integration weveloped for different application domains can be
getting crucial and complex due to this large scaldissimilar in nature, i.e. although the data is
data and its heterogeneous nature. Thiemantically related, the structure and syntaxof i
heterogeneity can be in terms of data source formagpresentation are different.

types, representation, or semantic interpretation. Automatic or semi-automatic schema

The schema matching problem ismatching has to deal with problems arising from the
considered by many researchers as one of theterogeneity of data sources which can be
bottlenecks for semantic integration. It is noteavn distinguished into two main types of heterogeneity:
research area and has received increasing attentgiructural and semantic heterogeneity [5, 17].
since the 1970s [14]. Numerous matchingtructural heterogeneity means differences among
approaches, strategies and algorithms have beattribute types, formats, or models whereas
developed. Schema matching is the task afemantic heterogeneity means differences in the
identifying semantic correspondences betweemeaning of schema elements. In this paper, we will
elements of metadata structures such as databasainly focus on semantic heterogeneity and its
schemas, entity relationship diagrams, angrobable solutions.
ontologies. It is significant for interoperabilignd
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Furthermore, we shall discuss schema In Figure 1, each mapping indicates that

normalization approaches and lexical annotatiocertain elements of the schema S1 are related to
methods which are closely related to the schenwrtain elements of the schema S2. Mappings may
matching process. It has been proven that scherna accomplished by using a set of semantic
normalization approaches improve the lexicatorrespondences (e.g., ProductlD = Product_Code)
relationship and matching accuracy among schenh@tween different schemas.

labels. Lexical annotation (i.e. annotation with

reference to a lexical resource/dictionary, e.@®.2 Schema Matching Process

Input
Schema
Input
Schema
S2

2.1 Definitions

Definition 1: (Schema) A schema is a set

lexical annotation methods on real life schemdks sti ifferent researchers have developed different
acronyms. Schema normalization approaches ng]atchlng tool [9].
y [@
2. SCHEMA MATCHING
. . Matcher E; ti
technologies, marketing, and the health care sector
Results
of elements connected by some structure. Examples
include SQL schema, XML schema, entity-

WordNet) helps to relate a “meaning” to schema Schema matching is a multi-step brocess
labels. However, the accuracy of semi—automatiB 9 PP :
suffer from the problem of non-dictionary wordsmethogﬁé?azlac\;gmﬁgs\/hmcg tﬁﬁgasgbﬂ%rzghzx;vs
such as compound words (CWs), abbreviations ar]ilae g
help to resolve this problem and increase the
number of similar schema labels. [m
Schema matching has been the focus of
research for quite some time. This topic is
important in sectors like e-commerce, web
[29, 9]. Several studies have been conducted to Cornbination of
address the schema matching problems. L
Mapping
|Resultsi
relationship diagrams, ontology descriptions,
interface definitions, or form definitions. Figure 2: Schema Matching Process

Definition 2: (Schema Matching). Schema
matching is a process that takes two heterogeneopls Schema Matching Application Areas
schemas (e.g. S1 and S2 in Figure 1) as input and

produces as output a set of mappings. In the database field, schema matching is

usually the first step in generating a program or
view definition that maps instances of one schema

Sustomey into instances of another. For example, it ariges i

b o el object-to-relational mappings, data warehouse
foname - QE\EAREESS loading, data exchange, and mediated schemas for
o TeLePHonE data integration. In knovv_ledge-based appllcatlon_s
Orderid = such as life science applications and the semantic

web, it arises in the alignment of ontologies. For
example, it may be used to align gene ontologies or
anatomical structures. In health care, it may drise

the alignment of patient records and other medical

v} OrderID

Productip % PO_ID reports. In web applications, it may be used tgreli
Quantity PRODUCT_CODE

Total ADDRESS product catalogs. In e-commerce, it may be used to
AgontD QUANTITY align message formats representing business

INVOICE_NUM

documents such as orders and invoices [4].

Schema S1 Schema S2

Figure 1: A simple schema matching demonstration
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Figure 3: Schema Matching Approaches

2.4 Schema M atching Approachesand set of techniques than past approaches. Some of the
Evolution innovations used were the integrated use of

In 2001, Rahm and Bernstein [29]|IngUIStIC and structural matching, context-

presented a classification of schema matchindependent matching of shared types, and a bias

approaches which differentiated between schem%Ward leaf structure where much of the schema
ppre content resides. Do and Rahm [9] proposed COMA,
and instance level, element and structure level, an . .
a Combined Match approach which showed the

language an_d constraint based_ mat.Chmﬁigh value of reuse-oriented strategies, provided
approaches. Figure 3 shows a categorized view pEu o results  than previous approaches and

the approaches. Later, many other schema matChmgmpensated for shortcomings of individual

approaches have been developed according to tﬁ’%tchers Similar methods were presented by
need of specific domains. '

Karasneh et al. [17] which additionally had the

Individual matchers: This category flexibility of being domain independent.
includes schema-based and instance-bas&tgrgamaschi et al. [3] proposed MOMIS (Mediator
matchers, element and structural-level matcherEnvironment for Multiple Information Sources)
and linguistic and constraint-based matchersvhich is a framework to perform information
Moreover, the cardinality and the use of externadxtraction and integration from multiple structured
information (like thesauri) are also taken intoand semi-structured heterogeneous data sources.

account. .
Schema vs. instance: For schema based

Individual vs. combinational matcher: approaches, schema-level information is considered
A single algorithm is used by an individual matchesuch as metadata, element names, data types, and
to perform the match process. For combinationadtructural properties/models whereas in instance-
matchers, two types of combinational matching cabhased approaches data and data content are
be done: (1) hybrid matchers take into accourtonsidered.
multiple criteria to perform the matching task, and Different instance/content based
(2) composite matchers run separate matcg . L :
) ! pproaches using artificial intelligence and data-
algorithms on two schemas and combine the resuli‘m. : . .
ining tools have been developed over time. Kim
Different combinational matching et al., [20] developed a clustering based schema
approaches have been proposed by differematching approach which increased the recall rate
researchers. Cupid, developed by Jayant Madhavah method matching by computing more accurate
[24], discovered mappings between schemsacores which are higher for correctly-matched pairs
elements based on their names, data typeand lower for incorrectly-matched pairs (one isiin
constraints, and schema structure using a broad&urce and another is in a target interface). In
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addition, it also increased method matchingnatching process including improved Graphical
precision without losing correctly matching pairs.User Interfaces (GUIs), incremental matching, Top-
Yang, Y. et al. [36] projected an effective contenk matching, Collaborative, wiki-like, and Google-
based approach for improved performance resultistance [27] user involvement to provide, improve
of schema matching. It can either workand reuse mappings [4, 10-11].

independently or work together with other schema

matching methods. 2.5 Semantic Schema Matching

Element vs. structure: The match action The meaning/semantics of schema labels
can be compared and matched for single schem#ays an important role in the process of
elements such as attributes, or the same action cdetermining mappings/matching among various
be applied for group of elements that appeadata sources. It is possible to discover semantic
together in a structure. correspondences among the elements of different
schemas by correctly identifying both the implicit
and explicit meaning of schema labels. This
fdentification requires the development of a method
or lexical annotation (i.e. finding the meanindsao
'schema label in a thesaurus or a reference lexical

linguistic approach [9]. On the other hand, the%latabase). Sev_eral mgthods and tools_ ad_dress this
. : oblem by using lexical knowledge in different
constraint based approach considers elemeRt

constraints such as data types, uniqueness, an
keys. 251 Different approaches

Linguistic vs. constraint-based: The
linguistic matching approach considers the nam
and textual descriptions of schema labels
elements. Different methods including N-gram
EditDistance and SoundEX are used in th

Match cardinality: Different matching In order to resolve semantic conflicts and
cardinality (e.g., 1:1, n:1, 1:n, n:m) can be ol¢di interoperability problems in  health care
between one or more elements of the first schenemvironments, Lee, C. Y., et al. [21] proposed an
with one or more of the second one. Such matcdhitribute matching algorithm which does the
relations may in turn be denoted as single asemantic similarity matching in two steps, first by
multiple correspondences. checking the attribute similarity with domain
knowledge and the help of WordNet and secondly
by checking word relatedness through overlapped

hrases, hypernyms and hyponyms.

Auxiliary information: Different schema
matchers use different auxiliary sources such a
dictionary or thesauri for matching. WordNet is
common external source and used by many systerartyka, J., et al. [27] mentioned that semantic
like MOMIS [3], S-Match [33], Cupid [24] during heterogeneity among different data sources is still
the schema matching process. an extensive problem and requires innovative
solutions. The traditional N-gram method often

. In 2011’. Bernstein, P. A._,.et a[. [4] fails because it depends mainly on shared instances
published a revised paper describing dn‘ferentt discover similarity, which results in an

strategies,  tools, methods, — algorithms, angoverestimation of semantic matching between

e e Soadependentatrutes. They proposed an aprosch
o . y . . PP which initially examines the instances of the clmose
domains including commercial domains.

attributes and computes a similarity value between
Graph matching, usage-based matchinghem, which is known as an entropy-based
document content similarity, and document linkdistribution (EBD). Then they compared the N-
similarity are some newly discussed algorithmsgram method and the new TSim method for
Strategies have been proposed to flexibly combingalculating EBD. They also used K-medoid and
multiple matching algorithms and to scale to larg&lormalized Google Distance for clustering.
schema, such as workflow-like strategies, self-

tuning match workflows, early search spaceC hena, N., et al. [8] stated that the Syntactic

oruning,  partiion-based  matching, paraIIeISChema matching method is often unable to identify

matching, and optimization strategies. ApproacheDOSSIbIe semantic - mapping relationships; for

roposed for domain specific schemas includgxample’ element ~‘abstract’ and  element
Feuge-based matchin anF()j holistic matchin Alsgdescription’ have identical semantics, yet they
9 9. cannot be identified by the Syntactic method. They

different strategies have been incorporated in rorderOIOOSed the Node Semantic Similarity (NSS)

to increase user interaction and feedback in ﬂﬁqethod based on WordNet, conjunctive normal
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forms and a vector space model. A hybri25.2 Semantic similarity of non-dictionary
algorithm based on label meanings and annotations words

was designed to compute the relationship betwedeasuring similarity of semantics refers to
label concepts. The semantic relationship is thematching the similarity between two schema labels
translated between nodes into a propositiondhat have the same meaning or related information,
formula which verifies the validity of this formula but may not be lexicographically similar [23]. This
to confirm the semantic relationships. Thes a key challenge in several computing areas. For
algorithm first calculates the label and nodexample: in data warehouse integration when
concepts and then computes the conceptuateating mappings that link mutual components of
relationship. data warehouse schemas semiautomatically [1-2],

Zhao, C. [37] proposed a multilayer schem while matching identity when personal

matching aoproach: a first laver finds out Semantimformation or social identity are used [22], or in
1atehing app : y : the entity resolution field when two given text
similarity whereas a second layer introduce

functional dependency to formulize structura?)bjeas have to be compared [19]. The problem
P y here is that semantic similarity evolves over

information of schemas. A third layer proposes Qifferent time and domains [6]. The traditional

probabilistic factor. Finally, the mapping element{ﬁ)proaches for solving such problems have

pairs with composite and reasonable consideratiq :
X ncluded usage of manually developed taxonomies
of each layer's results are selected. The semankc .
A - ikKe WordNet [7]. However, with the emergence of
similarity measure initially works on data_ . . .

. : . .social networks or instant messaging systems [30],
preprocessing, then it does the IeX|cograph|g
L ) lot of terms (proper nouns, brands, acronyms, new
3(Nords, and so on) are not included in these kirfids o
taxonomies; as a result, similarity matching
Islam, A. and Inkpen, D. [14] mentioned that inmethods that are dependent on these kinds of
databases, the text similarity used in schema@sources cannot be used in these tasks.

matching to solve semantic heterogeneity is

generates the candidate matching sets.

S ; . gorrentino, S., et al. [35] proposed a schema
S|gn|f|cant_ pr_oblem In any data _sharmg SyStenﬁormalization method called NORMS and also
\(/jv_hteFEe: dltd '? ba datat mtegratlog sysFem, %escribed an automatic lexical annotation method
IStributed database system, a Web SEIVICE, Of g4 pwsD. NORMS can identify, normalize and

one-to-one data management system. The -
recommended a Semantic Text Similarity (STS nnotate the abbreviation and Compound Nouns
y CNs) in schema labels with the help of PWSD.

method which discovers the similarity of two texXtSh\vsD is a  probabilistic. WSD (Word Sense
in terms of semantic and syntactic information (b)bisambiguationg algorithm  which  scores  a
;?én ?oonns_i\:jvg:g d oi:]d%rr)ae'rl'f;ge%;il\rlglIz;rltr)rl]ofrlénctéc;]r;sr obability value for every annotation, represemtin
L . t more g e reliability of the annotation itself [28]. PWSD
text similarity approach. String similarity and has five WSD algorithms, each generating a

semantic word similarity are considered at therobability allocation based on semantics, and it

beglnm.ng. apd thef‘ an opt|onal common-wpr(gan be easily extended to the use of other WSD
order similarity function was introduced to combine

o . . o algorithms. It combines the results of each WSD
syntactic information. Finally, the text similarity . . L
. ) ; L ._algorithms by using the theory of combination of
derived by merging string similarity, semantic

A A . Dempster-Shafer. Starting from the probabilistic
similarity and common-word order similarity with - N bl ident lati >
normalization. annotations, it is possible to identify relationmhi

among schemas based on probabilistic lexical
Gillani, S. [12] defined a taxonomy of all possiblesimilarity. The PCT MOMIS component collects
semantic similarity measures and also proposed #me probabilistic lexical relationships and the
approach that exploits semantic relations stoned regular structural relationships, which is extrdcte
the DBpedia dataset while utilizing a hybridfrom schemas by the description logic tool
ranking system to dig-out the similarity betweerODBTOooOIs.

nodes of two graphs. Martinez-Gil, J. and Aldana-Montes, J. F. [25]
designed and evaluated four algorithmic ways for
measuring the semantic similarity amid terms
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Table 1: Different Methods Of Solving Semantic Smilarity

S| | Author/ Method Discussed Approach
Year

1 Nastase, V., | Studied the performance of two representationsasflvneaning in | Instance based
et al., 2006 learning noun-modifier semantic relations. One eéspntation is

based on lexical resources, in particular Wordihet,other on a
corpus. Then they experimented with decision tressance-based
learning and support vector machines.

2 Islam, A. and | Semantic Text Similarity (STS) method determinesdimilarity of | Schema based
Inkpen, D, two texts by combining string similarity, semargimilarity and
2008 common-word order similarity with normalization.

3 Lee, C. Y., et | An attribute match algorithm which checks the httré similarity Schema based
al., 2009 firstly with domain knowledge and the help of WoetNand

secondly by checking word relatedness through apped phrases,
hypernyms and hyponyms.

4 Partyka, J., et| Examines the instances of the chosen attributesalodlates a Instance based
al., 2009 similarity value between them, known as entropyebagistribution
(EBD). Then compares N-gram and the new TSim algarifor
calculating EBD. Also uses K-medoid and Normaligaabgle
Distance for clustering.

5 Chena, N., et | Node semantic similarity (NSS) method based on \Netd Schema based
al., 2012 conjunctive normal form and a vector space modkso A& hybrid
algorithm based on label meanings and annotatiesiged to
calculate the similarity between label concepts.

6 Zhao, C., A multilayer approach: 1st layer finds semanticikirity by Combined approach
2012 lexicographic similarity measure based on Word®et layer
introduces functional dependency to formulize gtread information
of schemas. 3rd layer proposes a probabilistiofa&inally, the
mapping element pairs with composite and reasoraisideration
of each layer's result are selected.

7 Gillani, S., Defined taxonomy of all possible semantic similariteasures; Combined approach
2013 moreover also proposed an approach that exploitausic relations
stored in the DBpedia dataset while utilizing afiglbanking system
to dig-out the similarity between nodes of the tyvaphs.

8 Sorrentino, S.| Proposed a schema label normalization method chi@aMS Schema based
etal., 2011 including abbreviation expansion and Compound Naumotation
method and also described an automatic lexicaltation method
called PWSD.

utilizing their associated history search patterndaseline. It had the advantage of functioning with
These algorithmic methods are: a) frequent cadata without word-sense annotations. The
occurrence of terms in search patterns, BVordNet-based method however had higher
computation of the relationship between searcprecision but with the disadvantage of requiring
patterns, c) outlier coincidence on search patterndata with word-sense annotation.

and d.) forecasting comparisons. They have ShOWF'able 1 lists the semantic schema matching
experimentally that some of these methods ; S )

correlate well with respect to human judgmenfﬁlpproalCheS discussed in this section.

when evaluating general purpose benchmark

datasets, and significantly outperform existin®2.6 Relationship among Schema and Ontology
methods when evaluating datasets containing terms M atching

that do not usually appear in dictionaries. Ontology describes concepts used for

Nastase, V., et al. [26] compared the performancespresenting knowledge on the web, for example,
of WordNet and Corpus in learning noun-modifierannotating a picture, specifying a web service
semantic relations. Then they tested the results wiinterface or expressing the relation between two
three methods: i) decision trees, ii) instance-basgersons. There are a number of languages for
learning and iii) support vector machines. Thentologies, both registered and standard-based.
corpus based method performed well over th®WL (Web Ontology Language) denotes the
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ontology W3C standard. OWL is a language fomatcher based on graph matching for ontologies
making ontological statements, developed as ealled GMO.

follow-on from RDF (Resource Description

Framework) and RDFS (RDF Schema). 3. DISCUSSION

Similarly with schema matching, ontology In the initial sections of this paper,
matching deals with multiple, distributed, anddifferent schema matching approaches, strategies,
evolving ontologies. Ontologies can be viewed aapplications areas and methods by former
schemas for knowledge bases [31]. Thereforegsearchers were discussed. The discussion on the
techniques developed for schema matching in tHater part of the paper was more focused on
great majority of the cases may be applied in theemantic schema matching approaches and its
ontology matching context. significance in the overall process. The discussion
Schema and ontoloay matchin roblemsShOWS that in semantic schema matching, it is very
are strictly connected eveng)i/f the rgsgnt somi(ren portant to know the implicit meaning of the
i nificanty differences. Most of i/hg time theschema labels to be matched which is often difficul

gnitic : ' ' tg accomplish by traditional N-gram methods.
explicit semantics of database schemas are not
available for their d_ata: semantlcs/me_a_nmg of_ a Table 1 lists different methods developed
database schema is generally specified duri . .
S ; ; previous researchers on semantic schema
design time and frequently is not becoming a par .
Y L7 matching approaches. Some of the methods used
of a database specification, therefore it is not
. . ._schema based approaches and other methods used
available. On the other hand, ontologies are ldgica
i - Thstance based approaches.
systems that follow some formal meaning, that is,
ontology definitions can be interpreted as a set of Having non-dictionary words in schema
logical axioms. Furthermore, while schemadabels is one significant recent research topithis
matching is generally executed with the help oflomain. Most of the researchers used auxiliary
methods which tries to find out the semantics osources like WordNet to find the meaning of the
meaning encoded in the schemas, ontologgbels. Although external dictionaries or thesauri
matching systems try to discover knowledgdike WordNet are rich with wide networks of word
specifically encoded in the ontologies [31]. meanings and their semantic relationships, they do

. not cover different domain knowledge with the
Regardless of the differences between : i . o

. same kind of detail. Also, many domain-specific
schema and ontology matching problems, th

techniques developed for each of them can be %Pn-dlctmlna_ry words rr:jayhnotl_be_ preseﬂt n tEem.
mutual benefit. ome solutions around this limitation have been

researched as well, but they are quite limited in
Different researchers are working onscope and further studies are required.
ontology matching approaches and several

) . In the latter part of this paper, the
approaches have been emerging. Hlaing [13r]elationship between schema and ontology has been

ﬁ:g&%?r?d w?th Ssyset(?i?c :(;(r:r?;ti?ftcl:rr\?olofoires SV(\:IEET: iscussed, considering the emerging significance of
9 P 9 ntology in any semantics study.

handle semantic heterogeneity for relational
Fjatabases._l_(awtha, C., et a!. [18] identified tha}L CONCLUSION

interoperability is the main problem when

heterogeneous databases are integrated. They In this paper, we did a review on some
proposed an approach which uses a domain specificevious schema matching approaches, strategies
master ontology for integration of local ontologiesand techniques till recent times. It can be conetud
created from heterogeneous databases. The majmm this review that the implicit meaning or
steps involved include Class Name Matchingsemantics of schema labels plays an important role
Property Name Matching using N-grams andn the exercise of discovering mappings between
synonyms, Property Type Matching and Propertdifferent data sources.

Value Classification. Jian, N., et al. [16] deveddp
FalconAO which is an automatic tool for aligning

ontologies. There are two matchers integrated i o >
| . . " .normalization approaches [34], there is still room
FalconAO: one is a matcher based on linguistic_ .
. . . .~ for improvement and future work. Future work may
matching for ontologies called LMO; the other is a - . . o
include finding the meaning of domain specific

terms, different compound words having

Although many strategies were developed
solve this problem including schema
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