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ABSTRACT

For managing data in a smart card’s limited memaoontaining medical and biometric images, images
compression is resorted to. For image retrievag itecessary that the classification algorithnefiicient

to search and locate the image in a compressedidofias study proposes a novel training algoritfom
Multi-Layer Perceptron Neural Network (MLP-NN) téassify compressed images. MLP-NN is used for
image classification. The most common training &thm is Error Back Propagation algorithm (EBP)twit

a very poor convergence rate. Other second ord@oaphes including Levenberg-Marquardt method and
conjugate gradient method are better to train newedworks. This study proposes an improved trgnin
algorithm based on Levenberg-Marquardt method feurisl Network.

Keywords. Image Classification, Compressed Images, Multi-taferceptron Neural Network (MLP-

NN), Levenberg-Marquardt method.

1. INTRODUCTION extracted feature from query with feature database
with the image being retrieved.
Digital images form the basis for visual informatio Smart Cards are micro-processor carrying tokens,
in medical and identification applications. Agercie which stores and process a varied range of
maintain  visual information documentationdata/applications. It is used in banking, healtbcar
including photographs and fingerprints forcards, in mobile telecommunications, and also in
identification/ verification purposes. Image refaé broadcast service subscriber services. Similar in
searches an entire database (archives) to locaize to the plastic payment card of today, smart
closest matching records. Face recognition is eards have  microprocessor/memory  chips
much sought application. Locating the desire@mbedded which when coupled with a reader, can
image in a large/varied collection resulted in manyprocess and serve many applications. Smart cards
image retrieval systems being designedare used as credit cards, healthcare cards anit publ
Conventional image indexing methods ardransport cards. They are now replacing documents
inadequate as the number of images to be indexékie driver's license and insurance papers.
is huge thereby making it impractical and erroRegistration cards as smart cards can store/pratect
prone [1]. Automatic image retrieval based orhuge amount of information [3]. The main
color, shape and texture is called Content Baseattawback is the limited and expensive storage
Image Retrieval (CBIR). CBIR methods are similamedium built into it. Images are compressed to
to those in image processing. Image processinganage data in a smart card’'s limited memory
includes image enhancement, compression anchich has medical and biometric images.
interpretation while CBIR focuses on imageThis study focuses on image retrieval issues using
retrieval in response to queries from a database. compressed images and compression’s impact on
A generic CBIRs process involves three stages [2¢lassification accuracy. This study proposes an
The first involves features extraction from databasimproved training algorithm based on Levenberg-
images. Extracted features are further indexed amdarquardt method for MLP-NN which can classify
compiled in the database. The second stage smart card’'s compressed images. This study’s
involves the query image as input is extracted fdiollowing sections deal with related works in
features. The final stage includes comparison of
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literature, different techniques used for imageselected prediction mode indicates how the block’s
classification and experimental results. pixels are related to neighbouring parts. A
suggestion was that histogram of prediction modes
2. RELATED WORKS be used as a compressed I-frames texture

descriptor. As the method is based on independent

A hybrid model of Artificial Neural Neworks | e ¢ogeq pictures, it can be used for H.264

(ANN) using multiple linear regression models to

) L coded videos analysis or I-frame based coded
get precise classification accuracy was proposed b

. ithages image retrieval like advanced image coding.
Khashei, et aI.,_[4]. The model can be used for a imulation indicates the superior performance and
class a?”d multi cl_ass problems. A content basei wer computational load compared to a Gabor
color image retrieval system based on Fa§

Compression Distance (FCD) concept wa liter based efficient realization of pixel domain

roposed by Cerra and Datcu [5]. Computationall exture retrieval method. Also, it is robust to
prop y ' P Yariations in image/coding parameters. Thus, this

less complex, it is capable of use on large data se . . S .
. . : . ..~ “procedure is a tool for various applications visual
An image indexing/retrieval system suiting. . :
|B{/0rmat|on analysis.

JPEG2000 compressed images was presented
Tang, et al., [6]. The new method did not include Daugman and Downing [10] investigated three
total decompression. Histogram features werschemes for high iris images compression to assess
extracted from wavelet coefficients used fortheir impact on recognition performance of
retrieval. Results prove improved retrievingalgorithms deployed to identify people through this
accuracy than that of current algorithms. biometric feature. The authors presented schemes

Khashman and Dimililer [7] trained a neuralcombining region-of-interest (ROI) isolation with
. . JPEG and JPEG2000 compression at several levels,
network to relate radiograph image contents t

. ) . . : d?esting them with a public iris images database
optimum image compression ratio. When traine ; - CU L
showing the possibility of compressing iris images

the NN chose ideal Haar wavelet compression ratio ; : .
: . 0 as little as 2000 bytes with lowered impact on
of x-ray images on being presented to the network; " o
. recognition performance. Only 2% to 3% of bits in
Experiments suggest that the proposed syste

efficiently compresses radiographs with high imageISCOde templates were changed by this severe
quality. The trained NN correctly recognized'mage compression. It also calculated entropy per

. ) . .- code bit introduced by every compression scheme.
optimum compression ratios for 25 training imageg, - iadeoff curve metrics document good

L o - i
as expected, yielding 100% training set recognltlonrecognition performance despite data size reduction

Testing the trained NN using 23 images from Te S
Set 1 not presented to the network earlier, yiehﬂed?gm%gti E(Z:tec;r g (Inlv5e?é;:r? g eroachlng image data and

95.65% recognition rate, where 22 out of 23 images
with known optimum compression ratios were3. METHODOLOGY
assigned correct ratio. A minimum accuracy level
of 89% was accepted in this work. Using this
accuracy, the NN vyielded 95.65% correc

This investigation evaluates classification
ccuracy for compressed/uncompressed images.

o . - “lmages are decomposed through use of Symlet
recognition rate among optimum compression :
ratios. The proposed method's SucCessfuvivavelets. It is proposed to use Embedded Zero trees
implementation using NN was revealed by highof Wavelets (EZW) algorithm to compress images

recognition rates and minimal time costs wheﬁncmding photo of smart card holder, biometric
operating a trained NN. information an_d medical images. Image features are
extracted using Gabor filters. Uncompressed

An image retrieval technique for JPEG images ilmages and various compressed images

the compressed domain was proposed by Zargari, @assification accuracy for retrieval is evaluatsd

al., [8]. Packet header information was decoded fdhe suggested MLP-NN.

image retrieval and performed better than the pi)ﬁ | D iti

based Gabor filter and other wavelet based retrieva" ' "ad® Pecomposition

procedures. Zargari, et al., [9] suggested a new Symlets are near symmetrical wavelets proposed

compressed domain texture based visudly Daubechies to modify the db family as

information retrieval process. The new method iproperties of both wavelet families are similar.

for spatially predicted I-frames in H.264 videoSymlets are compactly supported with least

coding standard. I|-Frame coding uses variougsymmetry with maximum vanishing moments for

prediction modes to spatially predict pixels of aa specific support width [11].

block from upper or left adjacent pixels. A block’s

e
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B. Image Compression of a cosine/sine (even/odd) wave with Gaussian

The Embedded Zero trees of Wavelets (EZW\SVIndOWS as given below [15],

algorithm provides an embedded bit stream from a 1 -X

frequency domain transformed image using DWT. Ge (X)= Jo? EFCOS( vy Y
The EZW algorithm generated bit stream represents 2ro
a binary decisions sequence distinguishing an 1
image from another which is null and grey thereby GO(X) =
allowing an encoder to terminate encoding any
time. This allows a target bit rate to be achieved
correctly. Similarly, a decoder terminates decodin%
any time, to ensure progressive transmission.

-X
eﬁsm(vagg

g

where w defines centre frequency (frequency
here the filter yields greatest response) arttie
spread of Gaussian window.

Wavelets algorithm embedded zerotree
processes hierarchical wavelet imag
decomposition. EZW exploits image self-similarity A Multilayer perceptron (MLP) is a favored
by introducing a data structure named zero treg [18upervised learning network model. The NN
the idea being that when a coefficient at a coarssnsists of input layer, one/more hidden layer and
scale is insignificant regarding a given thresholdputput layer. Connections between layers are
then all similar orientation wavelet coefficients i formed by connecting nodes from a given layer to
same spatial location at finer scales will also baeurons in next layer. The training phase adjusts
insignificant. In zerotree structure, a coefficials each connection’s scalar weights. Outputs are from
four descendants at finer scales and not the cstarsthe output nodes. Feature vector X is input attinpu
scale. The LL sub band, has three descendants fayer and output representing a discriminator
each coefficient [13]. between its class and other classes. In training,
training examples are fed and predicted outputs
computed. The output is compared with target
output and error measured is reverted back through
to _ 2(|092 (ma{H x Y)) network and weights adjusted [16].

. Classifier

An initial threshold is chosen to perform
embedded coding,

where h(x, y) denotes a coefficient. Thg encoder The training set of size m is represented as
alternates between dominant and subordinate p

till image is fully encoded or desired bit rate '™ :{(Xl' yl)’ """ ’(xn ’yn)} where S OR
achieved. A dominant pass is succeeded by a 1R
subordinate pass where next most significant bit afre input vectors of dimension a atid are
coefficients in subordinate list is the output. Theoutput vectors of dimension b and R represents a
first T subtracted from a coefficient becomes T/Zet of real numbers. Le}, fepresent function with
the subordinate threshold. If coefficient is biggemweight w for neural network. Supervised learning
than or equal to T/2, then a "1’ is the outputetse  adjusts weight so that:

'0’ is the output. ; ( ) D( )DT
Xi ) =Y ULXL Y,
C. Feature extraction w i)=Y Y M

Texture is important in image analysis for . ,
classification/segmentation and image generation/ After NN is trained, and tested on new samples,
processing. Many texture feature extractiofS OUtput Is correct to some extent. A common
algorithms were developed for image classificatiorf@ning — algorithm is  Error ~ Backpropagation
Gray scale texture features are subdivided int®'9orithm (EBP).

statistical and Signal theoretic algorithms and EBP poor convergence rate in NN is a major
classes selected based on underlying stochasgigncern, with efforts being made to speed up the
process or specific Fourier pattern. A Gaussiagigorithm [17, 18]. Though many approaches were
kernel function modulated by a sinusoidal plangried in literature [19-21], little improvement
wave in a spatial domain [14] is a 2D Gabor filtefesylted. Second order approaches like Newton's
which are self-similar: all filters are generatedmh  method, conjugate gradient's or Levenberg-
one mother wavelet through dilation or rotation. Aviarquardt (LM) optimization techniques achieved
one-dimensional Gabor filter is the multlpllcatlongood improvement of realization performance_ LM
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is highly efficient in realization accuracy [22] i aen aql 0 ql‘
achievement. It combines Newton algorithm’s - P
speed and stability of steepest descent method. ow, 0w, oWy,
LM’s major disadvantages are memory requirement aq aq 0 e
to operate large Jacobians and need to invert large R ——
matrices. ow, 0w, oWy,

For LM algorithm, performance index to be

optimized is defined as

Pl K ow, Jdw 0
2 1 2 W,
F(W)_Z Z(dkp_qm) J=| : :
p=1[ k=1
where W:[V\é e o W\‘] consists of o ow, oW,
I network weights, ¥ is desired value & % 9% .. 9%
all network weights, is desired value
" o . ow, dw, oW,
output and P pattern, ®® is actual value lot : : :
th
output and P pattern, N is number of weights, P g, 0€, 0€,
the number of patterns, and K the number of OV\Q oW 0%
L 2

network outputs.

The above equation can be rewritten as

F(w)=EE

05, 0&, . 0&

and the weights are calculated using
W, =w—(J 3+ ) T
i = W t ‘1 H ‘1 E
where | is identity unit matrix,'u a learning
- parameter and J Jacobian of m output errors with

respect to n weights of NN. F(frl = 0 it becomes

Gauss-Newton method. For very Iargél LM
algorithm becomes steepest decent or EBP

where E is cumulative error vector for patternsaigorithm. The H parameter is automatically

The Jacobian matrix is defined as

adjusted at every iteration to secure convergence.
LM algorithm needs computation of Jacobidn
matrix at every iteration step and inversion of

T
JJ square matrix, the dimension of which is N X
N. This is why for large size NN the LM algorithm
is not practical.

The performance index F(w) to be minimized in
EBP algorithm is defined as the sum of squared
errors between target outputs and network's
simulated outputs, namely:

F(w)=E'E

T
W=
where [\M Ve W\‘] consists of

all network weights, e is error vector comprising
error for all training examples.

127



Journal of Theoretical and App

lied Information Technology

10" April 2014. Vol. 62 No.1 B
© 2005 - 2014 JATIT & LLS. All rights reserved- T
ISSN: 1992-8645 www.jatit.org E-1SS¥17-3195

When training with LM method, increment of
weightsAw is obtained as follows:

aw=[JTJ+u1] e

where J is the Jacobian matrix, p the learnin
rate to be updated usigdepending on outcome.
Specifically, p is multiplied by decay ratp
(0<B<1) whenever F(w) decreases, whereas [
divided by B whenever
step.

where w refers to all network weights ds
desired/required value of ioutput and & pattern.
Oic IS actual value.

The following performance index is introduced
in Levenberg-Marquardt method

J 2
DICETS]

This leads to major reduction in matrix size,
thereby reducing computation cost.

C

F(w)=3

c=1

is

F(w) increases in a new

The standard LM training process is illustrated

through the following pseudo-codes,

1. Initialize weights and parameter p (p=.01 i

appropriate).

4. RESULTSAND DISCUSSION

In this study, MRI image, passport photograph of
card holder and fingerprint images obtained from
VC2006 competition were used to evaluate the

proposed method. 50 images of Passport

2. Compute sum of squared errors over inputghotograph, 50 MRI images of which 30 non-stroke

F(w).
3. Solve (2) to obtain increment of weights
4. Recompute sum of squared errors F(w)
Using w +Aw as the trial w, and judge
IF trial F(w) < F(w) in step 2 THEN
W= W AW
H=up@=.1)
Go back to step 2

images and 20 were stroke images and 50 images of
fingerprint were used for evaluating the proposed
method. Some of the images used are presented in
Figure 1.

Summarized below are the steps followed:

1. Images were decomposed using Symlet 2, for
decomposition level 2.

2. Compress images including photo of the smart
card holder, biometric information and medical
images using Embedded Zero trees of Wavelets
(EZW) algorithm.

ELSE
3. The classification accuracy for retrieval of
,U:’L/ uncompressed images and various compressed
B images is evaluated using the proposed MLP-NN.
go back to step 4 Table I: Classification Accuracy
END IF Classification Biometric Stroke
. Accuracy Verification | Classification
E. Proposed Training M ethod
.| No Compression 84 92
Though Levenberg-Marquardt method s D
considered efficient, computing large JacobiansSymlet 2
needs a large memory. The large matrixes needefecomposition | 84 94
to be inverted for computation, results in bigger 2
computation time. Hence, to reduc_e CompUtat'(?f'EZW 89.14 93.1
cost, the following changes are introduced i
Levenberg-Marquardt method. Elr,\cl)posed MLP- 90.84 94.42
Performance index to be i

optimized

Levenberg-Marquardt algorithm is given as

He-)

C

F(w)=3;

c=1

> (d.-q)

i=1
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Original Image

Figure 1: Images used for the experimental setup

Classification Accuracy

94
92
90
88
86
84
82
80
78

No compression Symlet 2 Proposed MLP-
Decomposition 2
Technique used

u Biometric verification | Stroke classification

Figure 2: Classification Accuracy

It is observed that the classification accuracy
achieved for the compressed images is better when
compared to the accuracy of uncompressed images.
For biometric images, the classification of the
compressed image is improved by 8.14% when
compared to uncompressed image. For the stroke
classification, an improvement of 2.63% is
observed.

5. CONCLUSION

This study evaluates classification accuracy for
retrieving compressed image which are compared
with uncompressed images classification accuracy.
Medical image compression’'s ultimate goal is
performance of medical image matching from an
online server with high resolution images.
Experiments were undertaken using 50 images of a
Passport photograph, 50 fingerprint images and 50
MRI images of which 20 were stroke and 30 non-
stroke images. The images were decomposed using
Symlet wavelets and Embedded Zero trees of
Wavelets (EZW) algorithm compressed the images.
Features extraction was through use of Gabor
filters. The proposed MLP-NN was used for the
classification retrieval accuracy of uncompressed
images and various compressed images.
Experiments revealed that classification accuracy
for compressed images was better in comparison to

Figure 2 and table 1 show the classificatioraccuracy of uncompressed images when images

accuracy obtained for different images.

were decomposed using Symlet 2 at decomposition
level 2.
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