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ABSTRACT 
 

Remote Sensing is vital because of their pressing need due to the analysis of natural hazards. Among the 
various natural hazards, the Volcanoes are terrific hazard which may harm the nature as well as the living 
things. Due to the aforesaid reasons, the identification of volcanoes and their hotspot identification are 
important to protect the living things. A mechanism which will be utilized to identify the volcanoes and 
their hotspot from the satellite images is proposed. Initially, the color space of the satellite image will be 
converted to another color space to identify the contents of the image clearly. After this process, the image 
will be segmented to identify the volcano’s hotspot. In order to identify the hotspot of volcano, the 
Artificial Neural Network (ANN) is utilized which uses Standard Back Propagation (SBP) Algorithm. The 
proposed mechanism will be developed with the aid of the platform MATLAB (version 7.11). 
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1. INTRODUCTION 
 

The explosive growth of remote sensing 
technology, internet and multimedia systems poses 
great challenge in handling huge amount of data 
[5]. Advancement in the field of Remote Sensing 
has gone to an extent of taking the geospatial 
accuracy to few centimeters. Currently remote 
sensing has become a tool in the hands of scientific 
community to develop modeling applied in the 
projection right from natural disasters [4]. With the 
rapid development in remote sensing, digital image 
processing becomes an important tool for 
quantitative and statistical interpretation of 
remotely sensed images [3].  

The use of remote sensing within the domain of 
natural hazards and disasters has become 
increasingly common, due in part to increased 
awareness of environmental issues such as climate 
change, but also to the increase in geospatial 
technologies and the ability to provide up-to-date 
imagery to the public through the media and 
internet [11]. One of the advantages of remote 
sensing is that the measurements can be performed 
from a great distance (several hundred or even 

several thousand kilometers in the case of satellite 
sensors), which means that large areas on ground  

 

can be covered easily. With satellite instruments it 
is also possible to observe, a target repeatedly; in 
some cases every day or even several times per day 
[12].  

Nowadays, satellite imaging [6] is one of the 
most important sources of geographical, 
geophysical and environmental information [1]. 
Satellite images [7] are important source of 
information which is used in many environmental 
assessments and monitoring of agriculture, 
meteorology etc. [2]. They are important available 
data sources for map generation and updating of 
available maps. They provide accurate easily 
accessible and reliable spatial information for 
Geographical Information Systems [9].  The 
advanced technology where most satellite images 
are recorded in digital format virtually, all image 
interpretation and analysis involve some elements 
of digital processing [11]. Increasing use of satellite 
images which are remotely sensed images acquired 
periodically by satellites on different areas and for 
multiple purposes makes it extremely interesting 
for various applications [8].   
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2. RELATED RESEARCHES: A REVIEW 
 

A handful of researches are available and some 
of them are listed below. Mirnalinee Dhinesh et al. 
[12] have presented a multi-resolution based 
framework for detecting curvilinear structures from 
satellite images. Curvilinear structure detection 
finds its application in remote-sensed images for 
the extraction of networks such as roads, rivers, and 
highways. In the proposed methodology, 
curvilinear segments from the satellite images were 
extracted using multi-resolution GMM approach. 
The extracted curvilinear segments can be used for 
the detection and recognition of roads in the 
satellite images. Results have been showed the 
validity of the approach. 

Debasish Chakraborty et al. [13] have discussed 
that the texture in high-resolution satellite images 
requires substantial amendment in the conventional 
segmentation algorithms. A measure has been 
proposed to compute the Holder exponent (HE) to 
assess the roughness or smoothness around each 
pixel of the image. The localized singularity 
information is incorporated in computing the HE. 
An optimum window size is evaluated so that HE 
reacts to localized singularity. A two-step iterative 
procedure for clustering the transformed HE image 
is adapted to identify the range of HE, densely 
occupied in the kernel and to partition Holder 
exponents into a cluster that matches with the 
range. Holder exponent values (noise or not 
associated with the other cluster) are clubbed to a 
nearest possible cluster using the local maximum 
likelihood analysis 

Shwetank et al. [14] have discussed that the 
Digital image processing is collection of techniques 
for the manipulation of digital images by computer 
and its applications. This collection of methods in 
remote sensing is dominantly treated as Satellite 
Digital Image Processing (SDIP). A space borne 
Multispectral Image Processing System (MIPS) has 
been used since 1960 as a traditional satellite image 
processing system for data analysis and extraction 
of meaningful information from/in the earth 
surface. The MIPS system provides limited 
information due to the small number of spectral 
channels. Over the past two decades, advances in 
satellite imaginary system have made it possible for 
the collection of several hundred spectral bands for 
processing. This is commonly referred to as Hyper 
spectral Image Processing System (HIPS). Their 
study detailed the differences between MISP and 
HISP; and focused on the application of HIS for 
Rice crop-classification, plant growth, plant 

biophysical, biochemical, physiology properties in 
different spectral regions and their mapping. 

Mohamed Awad [2] have discussed that the 
image segmentation is an essential step in image 
processing. The goal of segmentation is to simplify 
and/or to change the representation of an image into 
a form easier to analyze. Many image segmentation 
methods are available but most of these methods 
are not suitable for satellite images and they require 
a priori knowledge. In order to overcome these 
obstacles, a proposed technique in satellite image 
segmentation method has been developed using an 
unsupervised artificial neural network method 
called Kohonen's self-organizing map and a 
threshold technique. Self-organizing map was used 
to organize pixels according to grey level values of 
multiple bands into groups then a threshold 
technique is used to cluster the image into disjoint 
regions that proposed technique is called TSOM. 
Experiments performed on two different satellite 
images confirm the stability, homogeneity, and the 
efficiency (speed wise) of TSOM method with 
comparison to the iterative self-organizing data 
analysis method. The stability and homogeneity of 
both methods are determined using a procedure 
selected from the functional model. 

Ashok et al. [15] have presented a GUI based 
multi spectral image enhancement used to achieve 
highly realistic and geo-scientifically corrects 
visualizations of real satellite imagery quite often 
the useful data in a digital image populates only a 
small portion of the available range of digital 
values. Image enhancement involved changing the 
original values so that more of the available range 
is used; this then increases the contrast between 
features and their backgrounds. It consists of 
reading the binary image on the basis of pixels 
taking them byte wise and displaying it, calculating 
the statistics of an image, automatically enhancing 
the color of the image based on statistics 
calculation using algorithms and working with 
RGB color bands. Finally the enhanced image has 
been displayed along with image histogram. 

3. ARTIFICIAL NEURAL NETWORK 
 

An Artificial Neural Network (ANN), often just 
called a neural network, is a mathematical model 
inspired by biological neural networks. A neural 
network consists of an interconnected group of 
artificial neurons, and it processes information 
using a connectionist approach to computation. The 
nodes can be seen as computational units. They 
receive inputs, and process them to obtain an 
output. This processing might be very simple (such 
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as summing the inputs), or quite complex (a node 
might contain another network). The complexity of 
real neurons is highly abstracted when modeling 
artificial neurons. These basically consist of inputs, 
which are multiplied by weights, and then 
computed by a mathematical function which 
determines the activation of the neuron and another 
function computes the output of the artificial 
neuron. The idea of the back propagation algorithm 
is to reduce the error (difference between actual and 
expected results), until the ANN learns the training 
data. 

The architecture of ANN is shown in Figure (1) 

below where 21 , ii are the input values and 

KY is the output value with 

NHHH ......, 21 is the hidden layer values. 

 
Figure. 1: Schematic Representation Of ANN 

 
The mathematical representation diagram for the 

ANN to find the output weightage of each node is 
shown in the Figure (2). 

 

Figure. 2: Mathematical Representation Of Artificial 
Neural Network 

 

The Back Propagation algorithm is used to train 
the network and to minimize the total errors. The 
error term is defined as the relation between 

)( oY actual output of the pattern K and 

)( KO required output of the pattern K.  
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Evaluate the error for each training case for ‘n’ 

links which is nEEEE ......,,, 321 .               

Calculate the Back Propagation error using Eqn (2) 

nerror EEEBP +++= ....21  (2) 

Weight deviation in Hidden layer is derived 
using Eqn (3) 

αγδ ××= errorBPW              (3) 

  →γ  Learning rate      

  →α Average of hidden layer 
New output weights for the ‘K’ neuron in the 

output layer is derived using  
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4. IMAGE RECOGNITION USING ANN 
 

In this section, a mechanism which will be 
utilized to identify the volcanoes and their hotspot 
from the satellite images is proposed. Initially, the 
color space of the satellite image will be converted 
to another color space to identify the contents of the 
image clearly. After this process, the image will be 
segmented to identify the volcano’s hotspot. In 
order to identify the hotspot of volcano, the 
Artificial Neural Network (ANN) is utilized. The 
neural network input can consist of pixels or 
measurements in images and the output can contain 
pixels, decisions, labels, etc. In this paper the neural 
network uses 6 inputs and 1 neuron in its output 
layer with 20 neurons in the hidden layer to identify 
the images and the architecture is shown in the 
Figure 3. The database consists of normal satellite 
images and volcano images. For the image 
recognition, study the parameters of each image in 
the database. The six parameters used under this 
study are mean, variance, contrast, homogeneity, 
energy and correlation. 

These parameters can be found out using the 
formulas below: 
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Whereas →jix , is the intensity of pixels 

ji , and n is the no. of pixels 

 
Figure. 3: Architecture For The Artificial Neural 

Network With Six Input Layer And One Output Layer 
 

To create a network that can handle volcano 
images it is best to train the network in both 
satellite images and volcano images. To do this 
network will first be trained on satellite images 

until it has a least square. Then the network will be 
trained on 15 sets of satellite images and volcano 
images. The above parameters for the each satellite 
images in the database are found out using the 
above equations. Then the network will again be 
trained on just satellite images. This ensures that 
the network will respond perfectly when presented 
with a normal satellite image. 

Then the network is trained on volcano images 
and set a threshold value for instance 5.0=λ . 

If an average of the parameter values of an image in 
the neural network is greater than or equal to the 
threshold value then the image is volcano image 
other else not. Then to identify the red spotted area 
from the volcano image intensity check process has 
to be done. This is performed using the RGB color 
representation of an image. Each color in the pixel 
has its own intensity value whereas in this volcano 
image representation Red (R), Green (G) and Blue 
(B) has its intensity value as 250, 10and 10 
respectively. If the volcano image accumulates R 
value as greater than or equal to 250, G and B as 
less than 10, the image is identified as red spotted 
volcano image otherwise not. The flow chart 
representation for the above process is shown in the 
Figure 4. 

 
Figure.  4: Flow Chart Representation Of Image 

Segmentation Using ANN 
 

5. EXPERIMENTAL RESULTS 
 

The training of ANN is done by MATLAB 
software. In order to train neural network, selected 
features were evaluated; this evaluation was 
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necessary to prevent non-uniform learning, in 
which the weight associated with some features 
converge faster than others. Initially, the color 
space of the satellite image will be converted to 
another color space to identify the contents of the 
image clearly. After this process, the image will be 
segmented to identify the volcano’s hotspot. After 
segmentation a randomly chosen sample was 
divided into training, cross validation and testing 
datasets. The training data set was presented to the 
network for learning. Cross-validation is used to 
measure the training performance during training or 
stop training if necessary. 

Testing data set is consisting of 100 satellite 
images in which 50 volcano and 50 non volcano 
images. Testing is done under the evaluation of 
sensitivity and specificity values. These values are 
among the terms true positive (TP), true negative 
(TN), false positive (FP), false negative (FN) [16]. 

The example satellite images for the image 
processing for the identification of hotspot in the 
volcano images is shown in the Figure (5) 

 

Figure .5: Example Images Used In The Identification Of 
The Hotspot Of The Volcano Images 

 
The values are illustrated and tabulated in the 

table  

The true positive, true negative, false positive 
and false negative values for the different datasets 
is shown in the table below 

Table 1: True Positive, True Negative, False Positive 
And False Negative Value 

 
 
 

True 
positive 

(TP) 

True 
Negative 

(TN) 

False 
Positive        

(FP) 

False 
Negative 

(FN) 
Dat
aset 40 42 08 10 

 

The values of sensitivity, specificity, accuracy, 
positive prediction value, negative prediction value, 
false positive rate, Matthews’s correlation 
coefficient and false discovery rate for data set 
using ANN is given below:    

DISCUSSION 
 

Considering the values in the Table (1), 
sensitivity, specificity, accuracy, positive prediction 
value, negative prediction value, false positive rate, 
false discovery rate and Matthews’s correlation 
coefficient can be found out. Sensitivity is defined 
as the ability to identify the volcano images and it 
is 80%. The specificity, the ability to identify 
correctly the non volcano images which yields 
84%. Accuracy is the correct image recognition 
which is found as 82%. The false positive rate, 
which is recognized as an error, has result of 16%. 
Positive predictive value which is the proportion of 
the positive results has been identified as 83.33%.  
The negative prediction value, the proportion of 
negative results, has the value 80.769%.  The false 
discovery rate which is the identification of false 
results and it is 16.67%. The Matthew’s correlation 
coefficient has been used for the identification of 
the results, which hold its value from the range of -
1 to +1. The value +1 concludes as a correct 
identification and vice versa. The value of 
Mathew’s correlation is found as +0.6405. So it is 
concluded that volcano hotspot images can be 
easily identified by using ANN. 

6. CONCLUSION 
 

We have presented a mechanism to identify the 
volcano hotspot images using Artificial Neural 
Network. The training and testing of the dataset 
satellite images is undergone using cross-validation 
and classification function (sensitivity and 
specificity measures) respectively. Results 
presented in this paper shows that red spotted in the 
volcano images is easily identified using ANN 
mechanism. Even the results are encouraging image 
processing needed some special attention to 
improve the accuracy level where it is maximum of 
82%. Some adaptive techniques with the ANN will 
be used for the better improvement in the future 
works. 
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