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ABSTRACT 

 
An Intrusion Detection System (IDS) is a security layer used to detect constant intrusive behavior in 
information systems. Many intrusion detection systems have been proposed based on the various data 
mining approaches such as decision tree, clustering, etc. Although the intrusion detection system is efficient 
way to find the attacks in the system, existing ones have some disadvantages which affects the performance 
of the system. It is observed that Neural Networks improves the overall performance of the intrusion 
detection system when it is integrated with a clustering approach. This research work aims to improve the 
performance of the intrusion detection system through the application of Fuzzy Neural Network along with 
an efficient fuzzy clustering method. In this proposed approach, initially Multiple Kernel Fuzzy C-Means 
(MKFCM) technique is used to construct different training subsets. The performance of the fuzzy clustering 
approach is improved through MKFCM. Then, different FNN models are trained to formulate different base 
models according to the different training models. Then the final results are aggregated through fuzzy based 
approach. The performance of the proposed MKFCM-FNN approach is compared with other existing 
approaches.   

Keywords: Intrusion Detection System, Fuzzy Neural Network, Multiple Kernel Fuzzy C-Means, false 
positive  

 
1. INTRODUCTION  
 

In networks, many new technologies and 
heuristic communication equipments such as cheap, 
low-power, multifunctional devices has been 
introduced which is widely used. A network is 
defined as a group of tiny nodes which is placed in 
unattended environment. The network structure can 
be either structured or non-structured pattern and it 
does not contain any predefined structure.  

For the past years, the network security plays an 
vital role in malicious traffic detection because the 
traffic are generated by network attacks, such as 
denial of service (DoS), viruses, worms, trojan 
horses, spyware, and so on. Furthermore, malicious 
traffic makes network performance ineffective and 
dilemma users [1].  

Nowadays the attacks in the network turn out to 
be unavoidable, the security systems such as 
firewalls cannot identify the powerful attacks such 
as denial of service, viruses, worms etc so that the 
security systems like intrusion detection system, 
prevention system are used over there. These 
prevention systems are better than the common 

security system because it detect the powerful 
attacks, computer system usage etc [2, 3].  In order 
to increase the strength of the system security the 
intrusion detection system has common security 
tools. Many intrusion detection systems is 
introduced based on the statistical algorithm, 
heuristic algorithm and many researches has been 
conducting for improving the security solutions [4-
7]. The CIA guarantee has been violated or intruded 
by a group of attackers and attempt to exploit the 
security, integrity, confidentiality, and availability. 
It is usually called as an intrusion. Even though it 
protects the powerful attacks from the group of 
users in network, it has some problems in protecting 
system.  

Intrusion detection system has some of the 
predefined actions for attacks or intrusions in the 
network [8]. IDS functions includes analyzing the 
system and networks activities, typical pattern of 
the each attacks are identified, identifying the user 
policy violations, protecting the system and file 
integrities are some of the main functions of this 
system. 
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The detection system is build based on the data 
mining techniques and it is used mainly to improve 
the security of the system. It also has some 
disadvantages such as special requirements of the 
IDS are not fulfilled. Some of the researchers 
introduced game theory for improving and building 
the IDS system. In these systems the game 
strategies has been used to detect the attackers [9].  

Many research works and studies have been 
conducted based on the intrusion detection system 
to improve the security of the system. In recent 
years, ANN based IDS is observed to provide good 
results and security. But, the ANN based IDS has 
certain drawbacks such as lower detection 
precision, especially for low-frequent attacks and 
detection in stability [10].  

ANN integrated with fuzzy clustering has been 
presented to overcome the drawbacks of the ANN 
based IDS [11]. The present research work develops 
an extension of the FC-ANN approach. In order to 
overcome the drawbacks of fuzzy clustering, an 
efficient Multiple kernel Fuzzy C-Means clustering 
approach is presented in this research work. 
Moreover, in this research work, Fuzzy Neural 
Network (FNN) is used for better performance.  

2. LITERATURE SURVEY 

A number of research works have been carried 
out for improving the WSN and its application. 
Most of the network applications are unprotected 
and open as a result it can be attacked by group of 
people. IDS has been developed for detecting the 
attacks in networks and used to protect the system 
or networks from the attackers.  

Wu and Banzhaf [2] studied and evaluated the 
IDS performance based on the above mentioned 
algorithm and its problems.  In order to reduce FP’s 
based on the fuzzy alert correlation by using the 
combination of IDS and fuzzy inference system 
[12] and [13]. Although the above mentioned 
system reduce the FP’s it is not reducing FN’s. To 
overcome this problem Sourour et al. in [14] 
studied about a system based on the environmental 
awareness of intrusion detection and prevention 
system and it is also used to detect the FN’s.  

Attack Session Extraction (ASE) was presented 
in [15] to build a group of traffic traces gives 
potential FPs and FNs to IDSs. Later the ASE was 
developed for a bigger system, called the PCAPLib 
system is studied in [16]. The PCAPLib system not 
only hauled out and categorizes the real-world 
traffic confine from Campus BetaSite [17] into 
proper categories by leveraging multiple IDSs. On 

the other hand, prior work only paying attention on 
investigation how to reduce FPs and/or FNs in 
IDSs. 

Based on the intrusion detection system and it 
functions that IDS will affect their detections and 
lifetime of the networks. In [18] Lightweight 
Intrusion Detection is used to overcome the 
problems of the traditional intrusion detection 
system. In [19] a new intrusion detection system 
based on the ontology is presented to protect the 
network from various attacks.  

The processing of the data in the critical 
infrastructure is mainly uses the wireless sensor 
network. Coppolino et al [20] presented an 
intrusion detection system and it is mainly used for 
detecting the malicious activities in Critical 
Infrastructure (CI) and it parts. The improved and 
secured communication in CI’s, proper 
remediation/reconfiguration actions, are some of 
the results during the usage of the IDS. The 
simulation results of this approach are evaluated 
against the serious attacks such as sinkhole, bogus 
packet. It also satisfies the current state of the 
requirement.  

In recent times due to the development of the 
wireless technologies usage of the wireless sensor 
technologies also increased from academic to 
military. These development leads to the malicious 
activities and attacking the networks because most 
of the networks are used in open environments. 
Traditional security systems are mainly used for the 
secure communication. Because of these 
developments in communication traditional security 
systems are cannot be developed. Gurdip Kaur et al 
[21] presented a intrusion detection system based 
on the honeypot and swarm intelligence is 
proposed. Sometimes the denial service attack 
causes the false alarm detection rate which can be 
solved by using this framework and detecting the 
intruder. The pattern recognition method is used for 
finding the future attacks and proposed framework 
is evaluated based on the speed and accuracy of the 
intruder detection.   

3. METHODOLOGY  

This research work presents an improved version 
of the intrusion detection system based on the 
Fuzzy C- Means clustering along with the Fuzzy 
Neural Network. The proposed system mainly used 
for detecting the malicious activities and it consist 
of the multiple Kernals Fuzzy C-Means clustering, 
FNN module and fuzzy aggregation module.  
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3.1 Framework Of Ids Based On Ann And Fuzzy 
Clustering  

 

The fuzzy clustering is used to cluster the given 
dataset and the given dataset are trained by using 
the fuzzy neural network. The final results are 
obtained by using the membership grades along 
with the new artificial neural network [22]. The fig 
1 describes the framework of the proposed system. 

The proposed framework includes both training 
phase and testing phase; the training phase is 
explained in the following steps  

Step 1: The arbitrary dataset DS is divided into 
training set TR and testing TS. Using the Kernals 
Fuzzy C-Means clustering model the dataset is 
divided into different training 
datasetsTR1; 	TR2;	 . . . ; 	TRk. 

Step 2: For each training subset			TR�		i �1; 	2;	 . . . ; 	k�, the FNN model, FNN�, 	i �	1; 	2; 	 . . . ; 	k� is training by the specific learning 
algorithm to formulate k different base FNN 
models.  

Step 3: In order to reduce the error for every FNN�, simulate the FNN� using the whole training 
set TR and get the results. Then we use the 
membership grades, which were generated by fuzzy 
clustering module, to combine the results. 
Subsequently, train another new FNN using the 
combined results.  

The input is directly given to the fuzzy neural 
network along with the multiple Kernals Fuzzy C-
Means module and final results are obtained by 
using fuzzy aggregation module. 

3.2 MULTIPLE KERNELS FUZZY C-
MEANS CLUSTERING 

 
3.2.1 Objective Function 

In kernel methods, the map features are mainly 
used for the mapping the features of the data to new 
feature space and used to discover the new 
relationship between the data [23]. Consider 
mappings as a Φ	 � 	 �φ1, φ2	,�	�	�	, φM	�. The k�� 
mapping is defined as φk which is mainly used for 
recodes the l-d data  � as a vector φk		�� and its 
dimensionality is mentioned asLk. The mercer 
kernels is defined as  �κ1, κ2, . . . , κM	� which is 
related to implicit mappings.  

����� , ��� � ��	����������  

The final results obtained from the above 
equation is still satisfies the mercer condition and 
the non negative combination of these features 
maps is defined as φ′ 

� ′	�� � � �

�

�	


��	��, !"#$	 � % 0 
 

Although the result obtained is an efficient one 
the implicit mapping of the above equation does not 
have same dimensionality such as linear 
combination is possible. The new independent 
mappings are defined as Ψ	 � 	 �ψ1, ψ2, . . . , ψM	� 
from the original mappingΦ. 

)
	�� � *�
	��0⋮0 , , )�	�� � * 0��	��⋮0 , , … , )�	��
� * 00⋮��	��, 

The new defined independent mappings are used 
to convert x into L-d vector where L � 	∑ L�



�	
 . 

The orthogonal bases are created by connecting the 
dimensions between the features because the 
feature spaces have infinite dimensionalities. The 
orthogonal bases created are used to construct the 
new mappings by ensuring the same 
dimensionality. The new set of orthogonal bases are 
defined as a )�	����)����� � ����� , ��� )�	����)�′���� � 0, "/	� 0 � ′ 

The orthogonal base created is used to avoid the 
cross terms between the different implicit mappings 
and the inner product of the data is evaluated by the 
kernel methods. The non negative linear expansion 
is defined as )	1� 	� 	∑  �

�
�	
 )�		1�, and used to 

mapping the data into an implicit feature space. The 
objective function defined as  

2	!, 3, 4� ���5��
�	)	����

�	


�

�	
 6 7���	)	��� 6 7��	 
(1) 

)	�� �  
)
	�� 8  �)�	�� 8 ⋯⋯8  �)�	��	:5;<=>#	#?	 
 8  �8⋯8 � � 1 @AB	 � % 0		∀� 
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@AB	�5�� � 1	∀"�

�	


 

@AB		5�� % 0	∀", >	 
@AB	�5��

�

�	


D 0		∀> 
Where v� c�� cluster center in the 

implicit feature space. G	 � Vector consisting of 

		 
,  �, . . . ,  � 	��   weights. H an N	 I 	C membership 
matrix whose elements are 
the memberships u�� L an L	 I 	C matrix whose 
columns correspond to 
cluster centers.  
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

Figure 1:  Framework of MKFCM-FNN for IDS

3.2.2 Optimizing Memberships 

The main aim of the Multiple Kernals Fuzzy C-
Means clustering is used to minimize the objective 
function (1) by finding the values of the parameters 
such as weightsG, memberships H and cluster 
centerL. The cluster centers in the implicit feature 
cannot be evaluated directly because the implicit 
feature space is not accessible for MKFC. The 
distance between data and cluster center can be 

calculated by using the formula   M��
� 	� 	 	)	1�� 	6	N>	�O		)	1�� 6 	N>	� where M��  is the distance 

between data and cluster center,	1� denotes the data 
in the cluster and cluster center is7�. Then the 
equation (1) is defined as  

2	!, 3, 4� ���5��
�M��

�

�

�	


�

�	


 

 

(2) 

Fuzzy aggregation 
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Stage 3 
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TR 

Multiple Kernel Fuzzy C 
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The function can be calculated by using the 
parameters such as weight and cluster have same 
value, distance is constant and constraint is defined 
as # ∑ 5�� � 1�

�	
  then the function is defined as a  

2�	3, 4� ���5��
�M��

� 8 PQ�5�� 6 1�

�	


R�

�	


�

�	


 

The functions derivatives are defined as zero 
with respect to the membership functions 5�� and 
for each membership 5�� 	define it as a S2�S5��

� TM��
� 5��

��
 8 P � 0 

The solution for	5��, is 

5�� � U6PT V



��
 1M��

� ���
�⁄
 

The efficient and closed form of results are 
obtained for the problem of optimal membership 
function in multiple kernel fuzzy c means clustering 
algorithm with the help of constraint ∑ 5��

�
�	
 � 1, 

and can eliminate the value of   P 

5�� � 1
∑ WM��

�M
��′

� X 

��


�
�′

 
(3) 

 
3.2.3 Optimizing Weights 

From equation (3) the optimal membership H can 
be finding out by fixing the parameters such as 
weight G and cluster center L as a constant. The 
membership value is considered as fixed constant in 
order to derive the optimal centers and weights to 
combine the kernel.  S2	!, 3, 4�S7�

� 62�5��
�	)	��� 6 7�� � 0�

�	


 

The above function is defined by using the 
derivative of 2	G, H, L� with respect to cluster 
centerN�. 

Hence, when H are given, the optimal N� is the 
following closed form solution represented by the 
combination weights 

 

7� � ∑ 5��
�)	����

�	
∑ 5��
��

�	


��5Y��)	����

�	


 

 
 

(4) 

Where 5Y�� � ���
�

∑ ���
��

���

 is the normalized 

membership.  

The cluster center in the kernel space cannot be 
evaluated directly because it may be either implicit 
or has an infinite dimensionality. If the cluster 
center in the kernel space is defined as a closed-
form optimal solution then the finding the weights 
is possible for fixed membership and it is possible 
to evaluate the cluster centers directly by using the 
equation 4.  M��

� � 	)	��� 6 7���	)	��� 6 7��
� )	����)	��� 6 2)	����Z�5Y��

�

�	


)����[
8 Z�5Y��

�

�	


)����[
�

Z�5Y�′�

�

�′	


)���′�[
� � �

������ , ����

�	
6 2��5Y�� �
������ , ����

�	


�

�	


8���5Y��

�

�	


�

�′	


�

�	


5Y�′� �
������ , ��′�				5� 

Since memberships are fixed and kernel 
functions can be evaluated, equation (5) can be 
rearranged as 

It is possible to rearrange the kernel function 
when the membership function is fixed. 

M��
� ��]��� �

�

�

�	


  

where the coefficient ]���can be written as 

]��� � ��	�� , ��� 6 2�5Y������� , ����

�	


8��5Y��5Y�′�

�

�′	


�

�	


����� , ��′� 
It is to be observed that cluster centers from the 

evaluation is been eliminated. Thus, the objective 
function in equation (2) becomes 
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 8  � 8⋯8  � � 1@AB@AB	 �% 0		∀�	@AB	�5��

�

�	
� 1	∀"			 @AB		5�� % 0	∀", >	 
2	!� � �^� �

�

�

�	


	subject	#?	 
 8  � 8⋯8  �� 1@AB	 � % 0		∀�	 
where the coefficient ̂� is 

^� ���5��
�]���

�

�	


�

�	


 (7) 

This is a constrained optimization problem. By 
introducing a Lagrange multiplier, we have 

2�	!, P� � �^� �
� 6 2P Q� � 6 1�

�	


R�

�	


 

The partial derivatives are defined to be zero and 
ignore the constraints weights for forming the  S2�S �

� 2^� � 6 2P � 0 

The solution for the aforementioned equation is  � � �

��
 

� � � U 1̂



8 1̂
�

8⋯8 1̂
�

V P � 1�

�	


 

And  P � 11̂


8 1̂

�
8⋯8 1̂

�

 

and the weight is the harmonic mean 

ω� � 1β�1β

8 1β�

8⋯8 1β


 (8) 

In earlier days, the alternative optimizations of 
memberships and kernel combination weights are 
derived. But, the derivations are based only on the 
equality constraints and do not take into 
consideration the inequality constraint, i.e., the 
memberships and weights should not be negative. 
Since it is easy to verify that the derived 
memberships always satisfy 5�� 	% 	0	@AB ∑ 5��

�
�	
 D 0∀>,	it is showed that the 

solution of the combination weights also satisfies 

the non-negative constraint, i.e.,	 �	 % 	0.It is 
initially indicated that ^�	 % 	0	/?f	@gg	�. By 
definition, M��

�  should always be nonnegative for all 
weights, i.e., ∀ �, M��

� 	� 	∑ ]���
�
�	
  �

� 	% 	0. Thus, 
it is concluded that ∀ �, ]��� 	0. Otherwise, if ]���′ 	h 	0 for some � ′, we can let  �′ 	�	1	@AB	 � 	� 	0 if �	 0 	�′. However, this set of 
weight assignments means that M��

� h 0, which 
contradicts its non negative property. 

3.2.4 Algorithm 2 Mutiple Kernel Fuzzy C-
Means (MKFC) 

 
 

Given a set of i data points � � �����	

� ,		a set of kernel 

functions �j���	

� , and the desired number of clusters	k, 

output a membership matrix 3 � �5����,�	

�,�  and weights �!���	


�  for the kernels.  
1: procedure MKFC (Data l, Number k, Kernels �j���	


� � 
2:    Initialize membership matrix 3��� 
3: repeat 

4: 5Y��

��� � �
��
�	
�

∑ �
��
�	
��

���

   calculate normalized memberships  

Calculate coefficients by Equation (15) 
5: for( " � 1. . i; > � 1. .		k; � � 1. .m�	do 
6: ]���	� j�	l�, l�� 6 2∑ 5Y��

����
!	
 �"	l�, l�� 8∑ ∑ 5Y��

���	5Y��

���#
$	%

#
$	% �"	l�, l�� 

7: end for 
Calculate coefficient by Equation (7) 
8: for(k=1..m) do 

9: ̂ � � ∑ ∑ 	�
�	


�
�	
 5��

�����	]���	 
10: end for 
 Update weights by Equations (8) 
11: for(� � 1. .m� do 

12: !�

��� � 
�

��
�

��
&

�

��
&⋯&

�

�


 

13: end for 
  Calculate distance by Equation(6) 
14: for(" � 1. . i; > � 1. . k� do 
15: M��

�
�∑ ]���	

�
�	
 	!�

�����  
16: end for 
Update memberships by Equation (3) 
17: for(" � 1. . i; > � 1. . k�	do   
18: 5��

���
� 




∑ �
���
�

�
���
� ��

��
	

�

���

 

19: end for 
20: until ||	H��� 6 H���
�|| h o 
21: return H���, �!�

�����	

�  

22: end procedure  
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Therefore, since both ]��� 	@AB	5�� are 
nonnegative, from (18), it is concluded that	^�	 %	0. Finally, since  �	’:	are harmonic means of 
nonnegative ̂�	’: as shown in (19), they are also 
nonnegative. Thus, the obtained solution satisfies 
this constraint even though the   nonnegative 
constraint is not taken into an account.  

The objective function does not use the cluster 
center value because it is not potentially assessable. 
The constraints such as non negative values and 
unity constraints are satisfying by the random 
membership function which is initialized in 
proposed algorithm.  The multiple kernel fuzzy c-
means clustering is explained in algorithm 2 
briefly. The process of subset is calculated in 
proposed algorithm till it reaches the value of 
change in membership matrix below threshold. The p	i�km� is time complexity of MKFC algorithm 
based on the iteration excluding the construction of 
the kernel matrices. 

3.3 Fuzzy Neural Network 
The combination of the fuzzy logic and artificial 

neural network is used in the neural network is 
explained in [24, 25]. The FNN is one of the 
important topics in the research field because it is 
used in various applications.  

The basic functions of neural network is training 
the input data, output data, parameter connection 
between the neurons which is adjusted through the 
repeated error corrections and these functions are 
mainly used to achieve the purpose of learning. The 
normal if-then rules in the network cannot be 
encoded directly. The only method is giving a large 
number of training data to the system. When the 
fuzzy system is compared with the neural network, 
the input values can be directly encoded in the 
fuzzy systems and the tolerance level is also high in 
fuzzy based system than the neural network [26].  

3.3.1 Fuzzy System  

Fuzzification is mainly used to conversion of the 
input data into the fuzzy sets which contains 
membership function. The membership functions 
used here is based on the trigonometric functions. 
The mechanism of fuzzy system is based on 
inference mechanism which simulates the decision 
model. The rules of the fuzzy system is explained 
below as q�  

 
 

 
 
 

 
 
 
 
 
 
 
 
 

 
Figure 2: Fuzzy Inference Systems q�: "/	�
	":	s


� 	@AB	�
	":	s�
� 	#$=A	�	;=g?At:	#?	>g@::	u� 	 !"#$	kv � kv� 					2�	 

Where q�  denotes the j-th fuzzy rule, s

�  and s�

� indicates the fuzzy sets where <	 � 	1	#?	A with n 
rules. u� ∈ u�1,2,3… .m�	represents the output of 
the j-th fuzzy rule of M classes and kv� denotes the 
reliability of the fuzzy rule q� . The fuzzy inference 
outputs are obtained if Generalized Modus Ponens 
and Max-Min composition operation is applied in 
the equation. The obtained output is expressed as 
[22]: 

                          y(	u� � max�}y(,�~�u� � u  

Where   y(,� � yT),�	��. kv� 

 yT),�	�� � min �y)�
� 	�
�, y)�

� 	�
�� 
The defuzzification block is used to convert the 

fuzzified value into specific value. Usually the 
fuzzy inference output may be the fuzzy sets or 
specific values. If the output is fuzzy sets then the 
output is converted into the specific value by 
applying the median method and center area 
method. The output of the defuzzification is 
obtained by connecting the fuzzy value to the 
neuron directly.  

3.3.2 The Single Neuron  

The process of the calculating the value by 
processing the input signal along with the bond 
value using the neurons in the fuzzy system and the 
output obtained from the first layer is passed to the 
neurons in the next layer based on the condition of 
threshold value. The obtained values are trained in 
the neural network by using the back propagation 
algorithm based on the expectations of the 
feedback. As a result the bond values can be 
regulated by the network with the help of excitation 

Fuzzifierion  

Fuzzy Inference 
mechanism 

Defuzzification 

Fuzzy Rule base 

Input 

Output 
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from external environment. The fuzzy rules can be 
simplified by using the learning process in the 
fuzzy neural network as aforementioned. 

The fuzzy system is constructed based on the 
requirement for memory and computation time in a 
real-time system; in this study the single neuron is 
used to construct the real time system. The ability 
to map nonlinear function, in the fuzzy system is 
unfeasible in the real time system and this problem 
can be solved after the front end operation. The p 
external input is accepted and it is mainly used for 
calculating the output along with p bond value and 
transfer functionu � �	7�. The formula for 
calculating the output based on the classification 
inference probability is  

7 ��!�5�

*

�	�

 

		u � �	7� � ]�1 8 =�+�.-
 

Where the shape of the function can be 
controlled by using ]
 and the scale size can be 
adjusted by using]�. Fig. 3 shows the combination 
of the fuzzy system and the single neuron. 

 
 
 
 
 
 
 
 
 
 

 
Figure 3: The Artificial Neural Network combined with 

single neuron 

3.4 Fuzzy Aggregation Module 
The collection of FNN outcomes is the 

main goal of the fuzzy aggregation module which is 
mainly used to trim down the detected errors in the 
subset of Oq� in every module of FNN. The steps of 
FNN process to learn the errors are explained 
below  

Step 1:  The training set Oq	data is 
considered as an input to the every trained vii� 
and get the outputs: ���. � �u�


�. , u��
�. , … , u��

�.�, < � 1,2… , A 

Where n represents the number of training set Oq, @AB		u��
�. represents the output of vii�. 

Step 2: The input to the new FNN is represented 
as a  ��/*��	 � ��


�. , 3

�. , …… , �/

�. , 3/
�.� 

where 3/
�. represents the membership grade of Oq/ belonging to k�.. 

Step 3: The output of the new FNN is obtained 
by training the FNN using the ��/*��	 and whole 
training set TR’s class label. 

The process of both FNN and fuzzy aggregation 
module is same as the above mentioned process in 
testing stage. The membership value is calculated 
by using the cluster centerk�.	, input ��

�0	and 
formula is defined as  

5��
�0 � 1

∑ W���
�0 6 >��.����
�0 6 >*

�.�X
�

��

�
*	


 

The �1��*��
�0  can be obtained by using FNN 

module and fuzzy aggregation module. 

4. EXPERIMENTS AND RESULTS 

4.1 Data Preparation 
In [27] the system is experimented using KDD 

CUP 1999 dataset and it is worn by MIT Lincoln 
Laboratory‘s DARPA intrusion detection valuation 
program. The five million training dataset, two 
million testing dataset are used in the proposed 
dataset based on the 41 features of the dataset is 
reclaimed from the each connection and connection 
record status is specified as attack type. The 
reclaimed features in the connection are sort out 
into four types such as 1) the TCP connection 
features such as connection period, type of 
protocol, network service are included in the 
intrinsic connection. 2) The payload of the TCP 
connections is accessed by using the content 
features within the connection. 3) The connection 
feature is used to calculate the statistics related to 
the protocol behavior service and the connection 
between the host and destination is recognized 4) 
the connection feature is used to examine the 
connection between the host and destination for 
past two seconds which has the same service as 
current connection. 

The intrusion detection system is used to detect 
the attacks and the attacks are categorized into four 
types. They are explained as 1) DoS Denial of 
service attack 2) Probe 3) Remote to Local (R2L) 

Fuzzy rule1 

Fuzzy rule 
2 

⋮ 
 ⋮ 
 

Fuzzy rule j 

����, ��, ��
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4) User to Root (U2R). These types’ of attacks can 
be found easily by using the proposed intrusion 
detection system. 

The dataset is preprocessed to reduce the size of 
the dataset by using the method called random 
selection [28].  The 19525 records are selected as 
an input to the proposed system. The selected input 
records consist of normal records and records with 
aforementioned attacks also. These dataset is used 
as a training dataset and KDD testing dataset is 
used for testing purpose. Some of the specific types 
of attacks based records are specified in the testing 
dataset which is not present in the training dataset. 

4.2 Evaluation Criteria 
The parameters like true positives, true 

negatives, false positives, and false negatives are 
mostly used for assess the intrusion detection 
system [29]. The particular attack can detect by 
using the IDS exactly is called as true positives. 
The normal condition can be found without the 
error is called true negatives. The false attack can 
be found by using the IDS are called false positives. 
The false positive attack happened is based on the 
loose recognition, limitation on detection or 
particular environmental factor. Some type of 
attacks cannot be found by IDS because the pattern 
or rule for attack is does not exist is called false 
negatives. Some types of attacks in the dataset are 
not in large amount so it cannot be used for 
evaluating the proposed system and it will be 
biased. The evaluating parameters such as precision 
recall F-value are used in this study to evaluate the 
proposed system. The formula’s are defined as  

�f=>":"?A � O�O� 8 v� 

 f=>@gg � O�O� 8 vi 

 v 6 7@g5= � 	1 8 ^�� ∗ f=>@gg ∗ �f=>":"?A^� ∗ 	f=>@gg 8 �f=>":"?A�  

where TP, FP, and FN represents  the number of 
true positives, false positives, and false negatives, 
respectively, and  β represents to the relative 
importance of precision versus recall and is usually 
set to 1.  

Some of the disadvantages of the artificial neural 
network is sometimes it is unstable because it is 
commonly failed to converge the local minimum 
and failed to train the dataset. It will affect the 
performance of the proposed system to overcome 
this fuzzy neural network is proposed. The 
percentage of the evaluation criteria is also 

measured by using the parameters ie., successful 
training is measured by using the detection 
stability.  percentage	of	training	successfully� the	number	of	training	successfullythe	number	of	training	  

5. RESULTS AND DISCUSSIONS 

In the experiments results, the connection 
features are mentioned in the form of vector.  The 
retrieved features are continuous, nominal and 
discrete. The algorithms based on the clustering and 
classification is used to find the continuous values. 
If the feature is nominal means then it is converted 
into continuous and it is given as input to the 
system.   In MKFC clustering module, the training 
dataset is converted into subset based on the fuzzy. 
The layer used in the fuzzy neural network is 41 
nodes because it is mainly based on the retrieved 
features and 5 nodes are used in the fuzzy 
aggregation module based on the types of attacks.  

The formula for predicting the number of nodes 
in the neural network is  √� 8 p 8 ]	] � 	1– 10�, � Represent the number of input node, p Represents the number of output node, @ Random number  

 

Figure 4: Comparison of delay 

The comparison of delay between the FC-ANN 
and MKFCM-FNN is represented in the graph in 
fig 4. The delay gets increased as the number of 
packets increases. It is observed from the graph that 
the proposed MKFCM-FNN outperforms the 
existing approach in terms of delay.  
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Figure 5: Comparison of Detection Ratio 

The comparison of detection ratio between the 
FC-ANN and MKFCM-FNN is represented in the 
graph in fig 5. The detection ratio of the proposed 
MKFCM-FNN is compared with the existing 
system detection ratio. The system performance is 
measured based on the detection ratio and the 
proposed approach outperforms the existing 
system.  

 
Figure 6: Comparison of threshold 

Figure 6 shows the Threshold comparison of the 
FC-ANN and MKFCM-FNN. It is clearly observed 
from the graph that the proposed MKFCM-FNN 
based IDS approach outperforms the existing FC-
ANN approach. 

The experiments is conducted and the simulated 
results are compared with the other typed of 
intrusion detection system. The parameters are 
taken here are measurement of precision, recall and 
f-value of the systems.  

 

 
Figure 7: Precision Comparison (%) 

 
Figure 8: Recall (%) of different methods. 

 
 

Figure 9: F-value (%) of different methods 
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6. CONCLUSION AND FUTURE WORKS 

Intrusion detection system is mainly used to 
detect the attacks in the system. In recent years 
many research has been conducted based on the 
intrusion detection system and many real time 
application is also created based on the IDS 
systems. In this paper, fuzzy neural network and 
multiple kernel fuzzy c-means clustering based 
system is proposed for intrusion detection system. 
The problem in the existing intrusion detection 
system is overcome in this proposed system. The 
proposed system is compared with the existing 
system and it is evaluated by using the measures 
such as precision, recall and f-value and it gives 
better results.  
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