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ABSTRACT

Growing industrial need makes the choice of faspoase, accurate and efficient systems. The Mudtile
inverter based induction drives (MLID) are the bgslution for the industrial drive needs, whichuees

the harmonics and increases the efficiency of tretes. And also the need for hybrid electric vedscl
increases the need of an efficient traction systétim the use of multilevel inverters. As multilevakerter
has many semi-conductor switches, it is difficut itlentify the fault in it. In this paper a new fau
diagnosis method by using the total harmonic ditor{ THD) of the voltage waveform and to clasdtfig
fault, neural network (NN) trained with back prop#gn, genetic algorithm (GA) and also with pasticl
swarm optimization (PSO) is applied and the resaitts compared. Results shows that NN trained with
PSO gives fast response in training algorithm wb@mpared to BP and GA. Here a cascaded multi-level
inverter based three-phase induction motor driveaken as the test system. Mat-lab software is tsed
analyse the effectiveness of the test system andtseare tabulated.

Keywords: Fault diagnosis, neural network, Particle Svarm Optimization, Genetic Algorithm, Cascaded

multi-level inverter, Total Harmonic Distortion.

1. INTRODUCTION relays, and circuit breakers to protect the inverte

systems and the induction motors.
The multi-level inverters (MLI) are essential in

the efficient operation of the hybrid electric  These conventional protection devices will
vehicles, Flexible AC Transmission Systemdetach the power sources from the multilevel
(FACTS), Motor Drives etc.. The problem with the inverter system each time a fault occurs, stopping
MLI is the number of switches present in it.the operated process and stopping the entire
Increase in number of level increases the number gfrocess will affect the economic growth of the
switching devices. And for three-phase multilevelindustry. Therefore the fault detection and
inverter still has more switches and if in any swit diagnosis is very important to a company’s bottom
fault happens, that stops the entire process a@ud alline. Multilevel inverters provide more potential i
makes the change in the output voltage wave shapthe power circuit to operate under faulty
Use of more number of power semiconductors areonditions; yet, faults should be detected as smon
the main drawback of MLI's and due to this reasorpossible after they occur, because if a motor drive
MLI may be considered as reliable. But as MLI areruns continuously under abnormal conditions, the
used in high power applications, the reliability ofdrive or motor may quickly fail. Thus, knowledge
the power electronics equipment is moreof fault behaviors, fault prediction, and fault
significant. diagnosis are necessary. So the neural network is

used for classifying the fault [7].
The conventional protection systems used in

drives are passive devices such as fuses, overload

e
91




Journal of Theoretical and Applied Information Technology
10" March 2014. Vol. 61 No.1 B

© 2005 - 2014 JATIT & LLS. All rights reserved-

" A mmmm—
F7aYTTI]

ISSN: 1992-8645 www.jatit.org E-ISSI¥17-3195

There are a number of intelligent systemsfault accurate and fast to trigger the remedial
approaches which have been investigated in signalction. Intelligent systems incorporated with meta-
fault diagnosis. Rule-based expert systems anbdeuristic algorithm are highly applicable in
decision trees are two traditional diagnosticelectrical control system, as it deserves it.
techniques, but they have serious limitations. Application from genetic algorithm to neural

network training has many advantages like fast
operation of neural network and provides accurate
results. But in this approach Direction of arrival
(DOA) is the problem, which can be solved by

A rule-based system often has difficulties in Multi-layer perception neural network (MLP-NN).

dealing with novel faults and acquiring complete
knowledge to build a reliable rule-base. A decisionNN
tree can be very large for a complex system and |t . . ) .
. y'arg P y ut it is not easy to predict [4]. Particle Swarm
is also system dependent such that even sm

. . . ptimization (PSO), which is built by swarm
engineering changes can mean significant updates, . .
[12] intelligent has also used for training the neural

network. The short term-load forecasting is done

More recently model based approaches, fuzzysing the NN trained PSO. The potential solutions
logic, Artificial Neural Networks (ANN), Case flow through the problem hyperspace with
Based Reasoning (CBR) are popular techniquegccelerated movement towards the best solutions
used in various fault diagnostics problems in@"d it makes the forecasting high precision [1].

electrical systems. In particular ANN"s has been
y P . > CASCADED MULTI-LEVEL INVERTER
shown to be effective in many automotive fault DRIVE
diagnostic apr-Jllcanolns [13] [14] [15] [16]. The For testing purposes a seven-level cascaded
feature extraction using neural network takes more_ .. . L .
) . Multi-level inverter driving induction motor shown
number of neurons. This makes the classification . . )
. . . . o in figure 1 is used. The closed switch faults and
time consuming and increase in utilized memory. . . .
I N . open switch faults are applied to the single pludse
The principal component analysis is utilized in the . o
. . the three-phase inverter for simplicity. The fault
feature extraction process to reduce the NN input .
. . . . ) occurs in the MLID affects the voltage level and
size. A lower dimensional input space will also

. . the shape of the output voltage wave form. This
usually reduce the time necessary to train an NN

. : Wwavefaorm analvsed with total harmonic distortion
and the reduced noise can improve the map
performance. The genetic algorithm is appliec
select the valuable principal component [8]. Q
identification of fault conditions and a modulati
pattern is generated according to the each s
fault and it is classified without any extra seiss
[3]. Classification of the fault for each Ml
topology and the remedial action are described
MLI can operate in faulty conditions [9]. Neuti
point Coupling inverter plays main role
industrial drives, so the fault tolerant operatifr
this inverter is also mandatory.

The layer size can be reduced by using GA [10].
trained GA is also used for weather forecasting

ANPC inverter is introduced, which operates
faulty conditions [5]. Even though lot of literags
gives the remedial action and different fe

ur
INDUCTION MOTOR

classification methods it is important to clasghg Fig. 1. Three-Phase Cascaded MLID
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3.FAULT DIAGNOSISSYSTEM fodomdestles .
The fault diagnosis system is used to diagnose thi +
fault location and type of the fault using the Thilue.
The fig. 2 shows the block diagram of the propdsadit cewar | cuem [ | cua | cewm |
diagnosis system. During the operation of MLID the || | |
FFT is applied to the line voltage of the motomtirals | i |
and also THD value voltage is monitored. | | |
If the THD value is within the limit (i.e. no faul | | ||
condition) then the neural network output ensufes t | | |
normal operation of the system. When there is & fau II [ ' l
THD changes, according to that the output of the NN SELLAS | ceues |I[f | e | CELLRS
changes which classifies the fault and TRIAC is\¢ar _ ' | : i
on accordingly. I | || """""" =
I I n 4]
CONTROLLER | | '| B
PULSE | S
- ™2 ™3 <1
\ 1 1 1
AN AV AV
DC MULTILEVEL
SUPPLY INVERTER
M
FAULT /
IDENTIFICATION FFT
7y Fig 3. Adding A Redundant Leg
\ 4
NEURAL
NETWORK — HATROMTS:“C Here neural network is trained with different
TRAINED BP or DISTORTION meta-heuristic algorithms. GA and PSO are used to
PSO or GA select the optimal weight values. So the accurate

Fig. 2. Fault Diagnosis System

The values, if it is in limit (i.e. no fault
occurrence) then the neural network gives th

and faster classification is achieved.

A redundant leg method is proposed which
compensates the fault voltage faster for PMSM

?11]. That circuit is remodelled for cascaded MLI

output as normal condition, when the output of the,q "shown in the fig. 3. This performs better in
THD changes, according to that neural networkmotor controlling operation. Here different meta-
which is trained according to that classifies theheuristic algorithms like GA and PSO are used to
fault and the TRAIC is turned on according to thattrain the NN to select the optimal weight values

fault.

which gives the accurate and faster classification
faults.

4. NEURAL NETWORK TRAINED USING
META-HEURISTIC SEARCH
ALGORITHMS

Generally neural network is trained by Back
propagation algorithm [7]. Here the PSO algorithm
and GA is applied for training the neural network
[1] [4]. The Procedure is present below for BP, GA
and PSO algorithms for selecting the weights,
which used in the training of neural network. The
objective function for GA and PSO is to minimize
the mean square error.

4.1. NV Trained Bp:
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4.1.1. Pseudo code:

1.

Generate a feed forward neural network
with a given no. of layers, no. of neurons
in hidden layers, transfer functions.
Initialize weights with small, random
values.
While stopping condition is not true for
each training pair (input/output):
Each input unit broadcasts its value to
all hidden units.
Each hidden unit sums its input signals
& applies activation function to
compute its output signal.
Each hidden unit sends its signal to the
output units
Each output unit sums its input signals
& applies its activation function to
compute its output signal

4.2. Back Propagation Stage:

1.

Each output computes its error term, its
own weight correction term and its bias
(threshold) correction term & sends it to
layer below.

Each hidden unit sums its delta inputs
from above & multiplies by the derivative

of its activation function; it also computes

its own weight correction term and its bias
correction term.

Each output unit updates its weights and
bias

Each hidden unit updates its weights and
bias:

—Each training cycle is called an epoch.
The weights are updated in each cycle

—It is not analytically possible to
determine where the global minimum is.

Eventually the algorithm stops in a low

point, which may just be a local minimum.

The final updated weights and biases are
assigned to the neural network with which
network gives minimum error.

Simulate the neural network with a test

input pattern to check the network’s

performance.
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4.3. NN Trained Ga:

4.3.1. Pseudo code:

1.

10.

With a given number of layers (2), given
no. of neurons & transfer functions
(tansig, purelin) initialize the neural
network to obtain initial weight matrices.

Unwrap the weight & bias matrices in a

single row vector to form first
chromosome.
Randomly generate the rest of the

chromosomes (i.e. Population size-1).

For every chromosome: reform into its
original weight and bias matrices and
simulate the neural network & obtain the

Mean squared error.

Save minimunM SE for every generation

in a variable.

Generate new population using following

steps:

a) [Selection] Select two parent
chromosomes from a population
according to their fitness (the better
fithess, the bigger chance to be
selected).

b) [Crossover] With a crossover
probability cross over the parents to
form a new offspring (children).

c) [Mutation] With a mutation
probability mutate new offspring at
each locus (position in
chromosome).

[Replace] Use new generated population
for a further run of algorithm.

[Test] If the minimumM SE threshold is
reachedstop, and return the best solution
to the main program.

Form the weight & bias matrices with the
obtained best solution and row, column
indices.

Assign the obtained weight and bias

matrices to the neural network.

. Simulate the neural network with a test

input pattern to check the network’s
performance.
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4.3.1.1.selection: roulette wheel selection

The roulette wheel selection method is

used to select the two parents. Roulette wheel

selection mechanism is explained as following.

S =Y /Sum(Y) Y is fitness of each chromosome.

S1=Rand ()
S2=0
J=1
While S2 > S1
S2=S2+S (J)
J++
End
Parent = Population (J, 3)

4.3.1.2 cross over: arithmetic cross over

Arithmetic cross over is used to generate a ne\
offspring from two selected parents. Two offspring
are generated using the following equation

Offspringl=a*parentl+ (1-a)*parent2;
Offspring2= (1-a)*parentl+ a*parent?2;

Where ‘a’ is random weighting tfac
Mutation:
Mutation operator is defined as following,
®=1-2*Rand ()
Z=inverse error functiond) * 2°°.
Offspring = z% (l) + parent. o=
(maxweight - minweight)/10.
o is reduced in each iteratiom=c / 1.05.

4.4. Nn Trained Pso:

4.4.1 Pseudo code:

1) With a given number of layers (2),
given no. of neurons & transfer
functions (tansig, purelin) initialize the
neural network to obtain initial weight
and bias matrices.

2) Unwrap the weight & bias matrices in a
single row vector to form first particle.

3) Randomly generate the rest of the
particles (i.e. Population size-1).

95

4)

5)

a)

b)

c)

d)

For every Particle: Reform into its
original weight and bias matrices
and simulate the neural network &
obtain the Mean squared error.
Save minimum MS for every
generation in a variable.

If the mean squared error for every
particle is less than that in the
previous iteration then mark its
position as the personal best
position.

Mark the particle as Global best
particle if it has minimumM SE
than the rest of the particles.

[Test] If the minimumM SE threshold
is reached,stop, and return the best

solu

tion to the main program.

Form the weight & bias matrices with

the
colu

obtained best solution and row,
mn indices.

T
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6) Assign the obtained weight and bias

matrices to the neural network.
Simulate the neural network with a test
input pattern to check the network’s
performance.

Fig. 4. Phase A Voltage Waveform On The Fault
Occurrence At 0.01 Sec, 0.25 Sec, 0.5 And 0.75
Sec On Q1, Q2, Q3 And Q4
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Fig. 7. THD values for the Switch fault Q1, Q2, Q3

and Q4
Fig. 5. Waveforms of Phase A, Band C ~ Without any Fig. 7. Shows the pattern of the THD for the fault
fault in the MLID system applied in cell A1 for the simplicity. Due to the
periodically applied fault change in waveform of
5.RESULTSAND DISCUSSION voltage make the pattern in THD calculation. This

pattern is feed to the neural network to trairarf
f this fault occurs it can easily classify the Ifau

The test setup is shown as a block diagram Fig: . .
) . hase and cell and also it can perform the remedial
2. The MLID is operated for 1 sec. within that 0'01action

sec, 0.25 sec, 0.5 sec and 0.75 sec are induckd wit
S 5.1. Parameters Used For Nn Trained Bp:

1)No. of layers= 2.

2)No. of neurons in input layer= 3.

1l 3)Mean squared erroMSE)= 1.3304e-008.
T ' ' M 4)Number of epochs trained= 1000.

5.2. Parameters Used For Nn Trained Ga:

1)Minimum error threshold= 0.04.
2)Population size= 100.
3)Maximum no. of epochs=1700.

T oo 4)Fitness function= Mean squared error.

a switch fault Q1, Q2, Q3 and Q4 (open or closed 5) No. of layers=2.

switch) respectively. 6) No. of neurons in input layer= 4.

7) Number of epochs trained’8.

8) Mean squared erroMSE) =
0.008744818256473

In Fig. 5 due to fault in switches change i  5.3. ParametersUsed For Nn Trained Pso:

THD values are shown. These values are given as o
the input to the neural network and output is taken 1) Minimum error threshold= 0.000005.
as zero and 1 as binaries. 2) Population size=25.

3) Maximum velocity= 1.4.

Fig. 6. Fault At The Phase A At Cell A1; Q1, Q2,
Q3 And Q4 Fault As In The Fig

e
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4) Maximum no. of epochs= 1700.

5) Fitness function= Mean squared error.

6) No. of layers=2.

7) No. of neurons in input layer=2.

8) No. of epochs trained= 1631.
Mean squared erroMSE)= 1.4059e-009.

Table |: CompARISON OF BP, GA AND Pso ON NN TRAINING

g Particle Back
no- swarm Genetic algorithm propagation
" | optimization algorithm
1 4.9027e-009 0.0087448182564 1.2378e-008
2 4.9415e-010 0.0165697985658 1.6401e-007
3 5.5445e-008 0.0368489221244 1.1747¢-010
4 1.6020e-004| 0.0390068336789 8.8295¢-008
5 1.1573e-008 0.0282142339936 1.3922¢-009
6 9.9806e-010 0.0259549756555 2.6955¢-010
7 3.8898e-012 0.0246634677939 6.7710e-010
8 5.6541e-011 0.0347203737257 2.1662¢-009
9 1.0897e-011 0.0235868051972 3.4198e-008
10 | 6.3799e-005 0.0326681876085 6.7636e-010
11 | 2.5530e-014| 0.0390772330984 6.9386e-013
12 | 2.9366e-012 0.0169230616242 5.9816e-008
13 0.3053 0.0387617280492 3.8834e-010
14 0.0391 0.0384031664744 3.4912¢-010
15 | 4.2940e-013 0.0351712953191 9.5231e-009
16 | 7.4725e-012 0.0397876771660 1.9748¢-009
17 0.0275 0.035801775255L  4.3747¢-010
18 | 1.9065e-012 0.0382495689119 4.9736e-012
19 | 2.2487e-008 0.0347586177235 1.3351e-009
20 | 1.4986e-012 0.0305141833975 3.2446¢-014

From Table 1 it can be seen that PSO algorithm,

Fig. 8 Iteration Number Vs Mean Square Error (MSE)
For BP, GA And PSO Algorithms.

The fig. 8 shows the graph of convergence for
the BP, GA, and PSO. From the graph shown in
Fig.8 it is observed that PSO gives accurate
solution, compared to all the other methods.

I CONCLUSION

The Neural network trained by meta-heuristic
algorithms is used to get optimal solutions, which
makes the diagnosis system to identify the fault
faster and give the control signal. The BP training
is compared with GA and PSO to produce optimal
solution under fault condition. The test system is
tested with the mat-lab software with coding. The
objective function used for this test system is the
mean square error (MSE) on classification of fault
nd the results shows that the PSO algorithm gives

gives lesser value of mean square error and fhst and accurate results compared to the other
converges faster due to its large search spacenethods.

Velocity calculation makes the search accelerated. REFERENCES
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