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ABSTRACT

The cloud computing technology is booming. Theitytibf this technology is no longer to show. Inghi
paper, we investigate the problem of search aretseh systems allowing users to search throughudClo
services and find the ones that best meet thedsde this context, we propose a new algorithraddress
this problem. This algorithm is based on the ppleof the Skyline. One of the main contributiorisoar
work is the construction of a Web Agent using thkgliBe method to determine which Cloud services bes
meet users’ requirements. In this work, we expaseabgorithm and present some experimental results
showing that our approach is very promising.
Keywords: Cloud Computing, Cloud Services, Skyline, BlocktétkLoops Algorithm.

resources can be provisioned and released in d rapi

1. INTRODUCTION and simple way.

Every Cloud system has the following essential
Cloud computing has emerged as one of the nestaracteristics:
technologies that will reshape the way enterprises ) ) o
function in the near future [1]. Its goal is to ke~ It is a shared system that uses virtualization to
the local use of computers with a centralized use Offér @ set of physical and virtual resources
where resources such as networks, servers, storage SUCh as networks, servers, storage space,
space, applications, and services are stored, used Pandwidth, applications...;

and managed by a third-party in a way that is |t is a system that is dynamically configurable,
solutions, such as Amazon's Elastic Compute affecting the level of reliability and security;
Cloud [2], Google’s App Engine [3], IBM’s Blue

Cloud [4]... - Itis a system that is accessible via a network,
usually the Internet, from various machines
(computers, smart phones, tablets, PDAs...)
using standard APIs;

The concept of Cloud Computing is not new. In
1960, John McCarthy predicted thatCemputing
may someday be organized as a public utility just
as the telephone system is a public ut#it{s]. In — It is a system that uses specific measure
the 90s, the term « Grid » was coined to refer to Systems to control and optimize the use of
technologies that allow on-demand use of resources and to offer a billing based on what
computing resources. However, the use has evolved was consumed, without surplus or need of
since the needs have shifted from treatment power managing the underlying infrastructure.
to on-demand services, which are offered by Cloud
Computing. Thus, Cloud Computing can be seen Fvi
an evolution of Grid Computing [6].

The services reachable via Cloud may be

ded into three categories [8]: Software as a

Service (SaaS), Platform as a Service (PaaS) and
Cloud Computing can be defined as being #nfrastructure as a Service (laaS). Each one sfethe

model for enabling ubiquitous, convenient, on<categories has specific characteristics that make i

demand network access to a shared pool ¢fiore adapted to certain use cases.

configurable computing resources [7]. These
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SaaS [9] allows users to remotely access A Hybrid Cloud [19] contains two or more of
applications that run in the Cloud’s infrastructureghe Clouds above interconnected by standard or
by using thin or thick clients. Thus, there is re@ed proprietary technologies.
to invest in an infrastructure or to buy software

licenses. For providers, costs of installation,timgs . : . .

: o . new ones are emerging, like the On-Site Private
and maintenance are optimized since many use@oud [17] and the Special Purpose Cloud [20]
access to the same application. Examples of Saa P P '
include Google Drive [10] (formerly Google Docs) The On-Site Private Cloud is a Cloud intended
and Salesforce CRM [11]. for the private use of a sole organization, julst i

PaaS [12] offers a software layer or athe Private Cloud. However, it is hosted by the

. . .“organization, either in a centralized or distriloute
development environment as a service on wh|cP| 9

users will build and deploy their own applications.way' The. security aspect is also managed by the
rganization.

That way, users won't need to manage th&
infrastructure while keeping control of the depldye  The Special-Purpose Cloud provides, on top of
applications and configuring the hostingstandard resources, additional methods regarding
environment. Examples of PaaS includespecific use cases. An example that illustrates thi
Salesforce’s Force.com [13], Google App Enginenodel is Google’'s App Engine with the specific
[14] and Microsoft Windows Azure [15]. capacities it offers to document management.

In addition to these four deployment models,

laaS [16] provides as a service basic storage and Using a Cloud service presents many
computing resources such as servers, netwoddvantages to end-users, such as:
equipments, data warehouses... These resources
will be used to run users’ own applications.”
Usually, laaS satisfies best the end-users’ neéds o
interoperability and portability [17] because they
choose the various blocks that compose the

infrastructure -Used. Examples of laaS -inC|Ude- Ubiquitous access: instant and uninterrupted

Amazon Elastic Compute Cloud [2] and Microsoft  access to computing and storage resources is

SQL Azure [15]. granted to any user who has a network
Cloud services can be deployed in various Cconnected machine;

models [18], depending on the use case, the gcgability: users can easily adapt the available

provider's business model... The most widespread resources to their specific needs;

deployment models are Public, Private, Community
and Hybrid. — Capacity: users can add resources as required.

A Public Cloud [18] is an open Cloud provided We are interested, in this work, in the search
by an organization to the general public. It can band selection of cloud services. This research area
accessed via a network, usually the Internehas been subject to many contributions [21, 22, 23,
However, the fact that the Cloud is public doesn24, 25]. In the same way, we propose, in this paper
imply that services are offered for free or that tha new method which allows Cloud users to find a
data exchanged by its means is not confidential. Cloud service that meets their requirements. Our

_ _ approach is based on the principle of the Skyline
A Private Cloud [18] is offered to the sole us§>g] One of this work's main contributions  is

of one organization that either manages it Obuiding an Agent that uses the Skyline to

delegates its management to a third-party. The Maijyiermine which Cloud services best meet the
advantage of this deployment model is that therggqrs’ requirements.

are no limitations regarding bandwidth or security,

since the resources are exclusively used by the This paper is organized as follows. We expose, in
organization. the next section, some related works. In section 3,

) . we present some principles of the Skyline method.
A Community Cloud [17] is a Cloud shared byThen we propose our prototype of a Cloud Service
organizations belonging to the same communityzesearch and Selection System in section 4. We
They can manage their Cloud themselves Qfynose the algorithm we used in section 5. In
delegate the chore to a third-party. section 6, we develop and present a proof-of-
concept of our system and finally we conclude in
section 7.

Cost reduction: since users purchase only the
resources they need, without surplus, they
don’t need to invest in infrastructure or
maintenance;

s
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2. RELATED WORK services, most of them chose to use similarity [27]

to determine which Cloud service is the most
With the increase use of Cloud ComputingSimilar to the user's quest.
one of the major needs today is to have a system  gimjlarity is used to determine the degree to
that allows searching among various Cloud SerV'C‘Which two Cloud services are alike by decomposing
to select the ones that best match userghem into concepts and comparing these concepts
requirements. There are §evera}l stqdles in ”}ﬂnong them [28]. A Cloud service may be
literature which deal with this subject like [212,2 represented as a node having many children nodes,
23, 24, 25]. which are the concepts. These concepts have also
Kang and Sim [21] presented a Cloud portaMany .ch|ldren nodes. Thereby, to determine the
with a Cloud service search engine based ofimilarity between two concepts, we calculate the
similarity. The user specifies the 3 types oftumber of parent nodes they have in common [23].
requirements of the Cloud services they are looking Furthermore, these works allow users to

for, _namely funqtional reqyirements (category Ofspecify the requirements they want the Cloud
service), technical requirements (OS, CPUsgyices to match. However, we think that these
memory, storage space...) and cost requiremenisyuirements, especially the technical ones, need t
(price and timeslot range). Then the search enging, spiit into two categories: fixed (OS, Provider...)
consults the adopted Cloud ontology to calculate at,,q variable (CPU, Memory, storage space...).

aggregated similarity and returns the list O\yhen a user searches for a Cloud service, they
matching Cloud services ordered by this similarity. usually would like to have the best possible value

In another work [22], Kang and Sim presented)f the variable technical requirement (such as the
Cloudle, a search engine that carries three mafR@ximum memory) with the minimum cost. That is
functionalities, which are query processingWhy, instead of using them as fixed requirements,
similarity reasoning and rating. Cloudle is based oWe optimize them by using them as dimensions in
the same principle seen in [21] as it consults He Skyline.

Cloud ontology to compute the similarity between There's also the need to specify, for each
Cloud services and returns a list of results sooted joud service. which industry it is meant for

aggregated similarity. (Education,  Enterprise, Healthcare, Legal,

Han and Sim [23] built a Cloud Service Finan_ce...) and under which category it falls
Discovery System (CSDS) that consults a ClouéEmail, CRM, Human Resources...). This helps the
ontology to compute the similarity between Clouds€arch to be more relevant.
services and return a list of results matching the  another concern is, since there are no Cloud
user’s query. computing standards vyet, especially regarding

Yoo et al. [24] present a resource selectio@ntology, each work uses its own defined ontology.
service based on Cloud ontology. Its main objectivéhe main risk is that of having to rebuild the
is to search and select virtualized resources thayStems presented iffwhen a standard unified
answer users’ requirements. The resource selecti@Atology is adopted [29].
service uses a Cloud ontology to virtualize phylsica e research and selection of a Cloud service
resources and generate new Virtual Ontologiegmong a set of Cloud services is a preference
(VOns). These VOns are combined into nevrgphlem. To deal with this problem, we propose, in
resources for which a degree of similarity ispis paper, a new approach based on the principle o
comPuted to determine the ones that meet best thg, Skyline [26]. Using the Skyline allows the user
user's requirements. to specify the criteria they want to optimize and t

Zeng et al. [25] propose a service matchin@et the Cloud SerVices that are not dominated by
algorithm and a service composition algorithm t®ny other Cloud service, that is to say Cloud
search through Cloud services and Compute tl’%rViceS fOI’ Wh|Ch there eXiStS no better C|Oud
semantic similarity between them, the main goa$ervice for all the criteria specified. We present
being to determine whether two given Cloudhereafter some principles of the Skyline.
services are interoperable. The resulting Cloud
services are ranked based on QoS information. 3. SKYLINE

Although these works have tackled the
question of research and selection of Cloud

s
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The Skyline [26] was introduced to meet the Another way to compute the Skyline is by using
needs of users desiring to select a set of pdiats t algorithms. The advantage of using algorithms is
optimize their requirements from a large set ofdat that they can be applied to compute any Skyline, no
Each point contained in the Skyline is notmatter how many dimensions it has. Many
dominated by any other point, thus being betteslgorithms may be used such as the Block-Nested
than all the points not contained in the Skyline foLoops algorithm (BNL) [26], the Divide and
at least one criterion, and being equal to or bett€onquer algorithm (D&C) [30, 31], B-Tree [32],
than them for all the other criteria. A criterioged etc.

by the Skyline is called dimension. In our approach, we used the BNL algorithm.

For example, if the user is looking to rent a ca¥We think that it is the best in our casehe BNL
at the minimum price with the maximum enginealgorithm consists of comparing tuples among them
power, the Skyline will contain all the cars that a to determine the ones that are not dominated by any
not dominated by any car outside of the Skyline. lother. It is done by keeping dominating tuples in
other words, for each car returned in the Skylineghe main memory and by comparing each new tuple
there is no car outside the Skyline that is battan to them. In each iteration, a new tuple is readnfro
it in both dimensions. Thus, a user will find theirthe input list of tuples. If the new tuple is
favorite car in the Skyline, no matter how theydominated by one of them, it is eliminated. If it
weight their preferences toward the dimensions. dominates a tuple in the list, the dominated tuple

. eliminated, and the new tuple is added to thetdist

There are two major ways to compute th d to future tubles. If the new tuple is
Skyline [26]. One is to extend existing databasac. compare ' pies. o P
systems with the logical Skyline operator [26] Théncomparable, which _means that It is nelj[her
other is to use algorithms ' domlnateq _by nor domlnatlr@wy tuple in the main

' memory, it is added to the list.

The extension of existing databases is, we

. S . At the end of all iterations, only tuples that are
think, an intuitive way to compute the Skyline. I't:g:)t dominated by any other tuple are kept in the

consists of using standard SQL instructions ang . .
extending them with a new clause, SKYLINE O ain memory. These tuples are part of the Skyline.

[26], which can be translated into nested loops, as The BNL algorithm has a high performance,

shown in Figure 1. especially if the Skyline is small. Its complexity
[33] varies between O(n) in the best case and)O(n
in the worst case, n being the length of the input

SELECT * FROM carsTable as table tuples” list.

) Our approach is based on this algorithm. It
WHERE carsTable.constructor = ‘Constructor 1 involves thpeIo introduction of several agegnts. These
AND NOT EXISTS agents represent a prototype of a Cloud Service

(SELECT * FROM carsTable ag Research and Selection System consisting of a user
table, WHERE table..price <= table,.price interface, a user's query processing agent, a pre-
processing Skyline agent, a cloud services research
and selection agent and a database. We present this
prototype in the next section.

AND table.enginePower >=
table,.enginePower

AND (table.price < tablg.price
OR table,.enginePower > tableenginePower)) 4. A CLOUD SERVICE RESEARCH AND

Figure 1: Example of SQL queries to compute the SELECTION SYSTEM (CSRSS)

Skyline.
As mentioned above, the prototype of the
Cloud Service Research and Selection System
This method, although simple, has theconsists of a user interface, a user's query
inconvenience of using loops, which leads t@rocessing agent, a pre-Skyline processing agent, a
having very complex SQL queries, especially whefloud services research and selection agent and a
the number of Skyline’s dimensions is high. Thiglatabase. Itis illustrated in Figure 2.
complexity results in a poor performance and an
additional computational cost.
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User Interface Requir ement Vvalue
A
Query Results Microsoft
Y Provider IBM
User's query processing Amazon...
agent |aas
4 Service Model PaaS
SaaS
Windows
Pre-skyline processing Cloud services research OS Serie Ma_c
agent and selection agent Unix...
Windows XP
o Windows Vista
OS Distribution Windows 7
v Linux...
Intel
CPU Manufacturer | IBM
AMD...
Figure 2: A schema representing the Cloud Service Pentium
Research and Selection System CPU Gamme Intel 64...
General
) ] ] Industry Education
The user’s interface allows users to interact with Healthcare...
the system by selecting the requirements the Clopd General
services must meet and view the returned restlts] | Category CRM
also allows the users to add Cloud services by E-procurement...
filling in their attributes such as the name, the

J ! | Table 1: Example of fixed requirements
provider, the bandwidth, the OS, etc. We think that

these requirements are the common ground to The Pre-Skyline Processing Agent (PSPA)
existing and upcoming Cloud ontologies [22, 23prepares the results extracted from the database by
24, 29, 34]. the CSRSA for the running of the Skyline operator.

The user's query processing agent extracts tnehe Cloud services returned and their dimensions
requirements contained in the users request arftie stored as tuples. The dimensions used are the

sets them into two categories (see tables 1 and 2):USer's requirements that are not “fixed”, and thus
are to be optimized, such as the price (to be

- Requirements that are fixed, such as theninimized), the bandwidth (to be maximized), the

provider's name, the service model, thenetwork latency (to be minimized)...
0os..,;

. . Table 2: Value range of the dimensions used in the
- Requirements that are to be optimized,

such as the price (to be minimized) and the Dimension Slyfine Range Value
bandwidth (to be maximized). These
requirements will be used as the Skyline’s Storage space 0.14 —3999.98
dimensions. Memory 128 — 16000
The Cloud Services Research and Selectign Bandwidth 0-10
Agent (CSRSA) connects to the database and Latency 0 — 10000
executes a SQL query, which predicates are the Price 1= 2000
fixed requirements returned as a result by the'sise
query processing, to select all the Cloud services CPU speed 50 — 3060

that meet these fixed requirements. The CSRSA uses the Skyline, on the set of
tuples returned by the PSPA, to determine which

Cloud services are in the Skyline and meet the
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user’s preferences. We present hereafter

algorithm.

5. ALGORITHM

the

The functionCompare (p, g, Lp) is the core of
the algorithm. Itcompares the tuples p and g in all
the dimensions in the listpl The result returned
varies between 0 (when g dominates p) and n (when

As seen previously, the CSRSA uses th@ dominates q), n being the number of dimensions.
Skyline, on the set of tuples returned by the PSPANY other result in this range means that p and g
to determine which Cloud services are in thére not comparable. In the next section, we present
Skyline and meet the user’s preferences. To do ¢ implementation of the algorithm and its
the agent uses the BNL algorithm as showed iperformance.

Figure 3. Every tuple p is an n-dimension tuple.
The dimensions are stored in the listih the same 6. EXPERIMENTATION AND RESULTS
order they compose the tuples. For each dimension,

an indication is given whether it is to be minindze

maximized or different.

— Lp: input list of tuples for which the Skyline

to be computed

— Lp: input list of dimensions

- p, Q:tuples

— Ls: output list of the tuples forming the
Skyline

Function ComputeSkyline
Foreach p in L do
If Ls = () Then
Ls={p}
Else
Foreach q in Ls— {p} do
result = Compare (p, qpl
If result = count () then
Ls=Ls+ {p}—{a}
Elsef result # Oand q is the last
tuple in Lsthen
Ls=Ls+ {p}
Else
Goto (*)
EndIF
End Foreach
(*) EndIf
End Foreach
Return Lg
End Function

Figure 3. The algorithm used to compute the

Skyline

The platform we used for the experiments is an
HP workstation with a 3.30 GHz processor, 4 GB

is of main memory, Windows Server 2007 as

operating system and MS SQL Server 2008 as
DBMS. The algorithm is implemented using
ASP.net to obtain a web-based system that can be
accessed from any web client anytime the user is
connected to the Internet.

6.1 CSRSS Interface

The CSRSS start page, as shown in Figure 4,
allows the user to either add a new Cloud sengce t
the database or search for Cloud services thatmatc
their requirements.

If the user chooses to add a new Cloud Service,
they are taken to another page where they firgrent
the name of the Cloud service in question so a
search can be made to make sure that it doesn’t
already exist in the database. Afterwards, the user
enters the different information such as the Cloud
service’'s provider, model (laaS, PaaS or SaaS),
industry, memory, price... This insert page is show
in Figure 5.

If the user checks the second option (Search
through available Cloud Services like shown in
figure 4), they are taken to the CSRSS page that
allows to make an advanced search through the
database and to compute the Skyline of the returned
results.
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W| { i CSRSS - Cloud Service Reseach and Sele.. I =+ I M

CSRSS - Cloud Service Research and Selection Agent
What would yvou like to do7

[ Add a new Cloud Service
[T Search through awvailable Cloud Services

Gol

Figure 4: The CSRA start page

i

CSRSA - Add a new Cloud service

e

Add a new Cloud service:

Name:

Provider:

Industrsy: General -
Category: System Management -
Model: Please select -
Operating System: Symblan"z -
Memory: il )

Storage space: .

CPU Constructor: Intel =

CPU Name: Coreibs -

CPU speed:

Bandwidth:

Latency:

Price:

| lnsert] | Cancel I

Figure 5: The CSRA page to add a new Cloud service

The user can fill out one or many informationare the dimensions to be used when computing the
about the Cloud service(s) they are searching fogkyline. For each dimension, the user specifidts if
such as illustrated in Figure 6. For informatiostsu is to be minimized, maximized or different. The

as price, memory, storage space, bandwidth... thegsults are returned in a table as shown in Figure
can either give a specific value or specify thatyth
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=
‘ { i Cloud Service Search and Selection | + 2

Please specify the requirements of the wanted Cloud service(s):

Name:

Provider: Please select -
Industry: Please Select -

Category: Please Select b

Model: Please select ~

M Operating System: Please select -

i CPU Constructor: Please Select v CPU Name: - _
Price: || Optimize Maximize -

. Storage space: [T Optimize Maximize
Memory: [[Optimize  Maximize -

u CPU speed: [”] Optimize Maxi.mize -
Bandwidth: [T Optimize Maximize -

i Latency: [T Optimize Maximize ~

I Search | | Compute the Skyline ]
18

*

.|

Figure 6: The CSRA Search And/Or Computation OfSkdine Page
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= e e ae e e e

———

|ﬂOoudSewiceSearchandSe\edmn H - -
Name Category | Industry |PriceRAM Storage Space Provider Operating System ModelBandwidth{Latency

AirWatch BYOD System Management|General 1295 (6016 [2505,72  |AuWatch Symbian? Saa8 |5 7676
Al Covered Cloud Servers (General General (180 1792 1828 15 ALl Covered Symbian 0Sv94  [laaS (68 1910
ALl Covered Hosted Exchange Email General (650 (2688 3879.41 All Covered (OpenSolaris Saad .43 6360
Amazon Elastic Compute Cloud  |General General {1742 (2048 (373637 |Amazon Symbian 05 v3.1  laaS 5,69 2687
Amazon Web Services Platform  |General General 412 1280 253217 Amazon Symbian"? Paad .95 4097
ATS (General General (1513|128 449,64 \American Technology Services Inc.  [Android 4.1x laaS 6,19 42)
\Anittel Virtual Infrastructure (General General [1814(3328 267838 |Anittel 085 laaS 11 9964
\Anittel Offsite Backup (General General {152 3840 (102965 \Anittel Symbian 0Sv3.l  [PaaS 3,52 5333
AppRiver Customer Portal Email General (393 {1280 669,68 AppRiver Tizen Saal 223 2193
AppRiver Hosted Exchange (General General {1823 (2816 318328 |AppRiver (OpenBSD PaaS 6,37 7259
\Apptix servers on demand (General General  |1830{1280 2404 Apptix Windows Phone ~ [laaS |1,36 442
(Apptix Unified Communications ~ [Phone General |1646(1280 |1869.14  |Apptx EduLinux Saal 142 6690
Apptix Desktop Backup (General General |1191(640 (928,24 |Apptx Max OSX laaS 5,73 4384
\Arfisan Datacenter General General (388 (3200 2183.76 \Artisan Infrastructure Palm 05 3.1 JaaS 6.3 630
\Artisan Desktop Hosting (General General {1798 (3436 34032 \Artisan Infrastructure 05400 PaaS 987 4991
\Asigra Cloud Backup Backup General {1385(384 309823 \Asigra Inc. SuSE Saad 104 178
\Astora Enterprise Cloud (General General  |1946|2360 (99402 Asigra Inc. VMS laaS 1492 2192
IATS Virtual Server (General General [1773(3120 307300 |ATScloud (OpenVMS SaaS 264 7199
IATS Tier 4 Data Center (General General |525 |1152 158961 [ATScloud OliveBSD Paa$ |796 452

| |Avanxo Platform (General General 983 1024 (148312 \Avanixo Symbian 05 v80  [PaaS 365 2433
\Avaro [nfrastructure (General General |I770(896 340223 |Avanxo Palm 05 4.0 laaS 034 137
Coupa E-procurement  |General |26 (896 [676,34 Avanxo 108 SaaS o4 0416
lcomUnity Data (General General |68 8000 188988 Azzurm Communteations ALX PaaS 571 8119
! {comUnity UC (Collaboration General 442|896 |1380.13 \Azzurn Communtcations Palm 05 3.3 Saad 16,64 3848
LabPas (General Healtheare| 1772 (3712 (193,37 BioPharm Systems Red Hat Saas 24 2225
ASCEND ICRM Healtheare 1990 2688 (141271 BioPharm Systems Aucun Saa$ 228 1715
(Argus Safety (General General  |1674|1664 144033 BioPharm Systems Windows Me SaaS 383 0123
BlueLock Datacenter (General General (1292|128 200241 BlueLock Indroid 2.1 [aaS |157 1133
BlueLock Portfolio System Management(General | 1489|3436 |1075,68 BlueLock Windows Server 2012|5aaS 743 5002
Piston Managed Hosting (General General (892 (2816 386,33 BroadCloud ATX laaS 5,76 6447
OfficeSuite Phone General (18636016 318335 Broadview Networks Inc. 10 Saal 484 1074
Broadview virtual desktops (General General (614 1640 11617 Broadview Networks Inc. Windows Server 2003Paa8 16,08 664
Broadview virtual servers (General General (1021)1152 23,15 Broadview Networks Inc. IAndroid 1.6 [aaS 257 7961
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Figure 7: The table of results returned by the CSRA

6.2 Performance

We generated over 50000 Cloud services wit
random values for each dimension within the
ranges specified in section 4. We executed o
program varying the size of the input from 100 t
50000 cloud services,
dimensions from 1 to 6. We then measured the

an

d

the

number

(0)

The execution time doesn’t vary much when
he number of dimensions is less than 3 or the size
f the input is less than 10000. The maximum
uexecution time is 25 s when computing a 6-
dimensional Skyline for 50000 Cloud services. As
r the Skyline size, it is rather small compared t
he input size and tends to converge for all sizes

execution time and the size of the Skyline. Thé)nce the number of dimensions is more than 5.

results are represented in Figure 8 and Figure 9.
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30
25
20
oy —4— Input Size: 50000
o
E —d— Input Size: 30000
g1 —— Input Size: 10000
g ——Input Size: 5000
&
—#— Input Size: 1000
10 —o— Input Size: 500
== Input Size: 100
5
hi -+ —
2 3 4 5 6
Number of dimensions
Figure 8: Execution Time / Number Of Dimensions Bdferent Input Sizes
5000
4500
4000 o
3500 -
3000 . Input Size: 50000
o
-5 N L e Input Size: 30000
o 2500 == InputSize: 10000
E = = =|nput Size: 5000
2000 )
—#— Input Size: 1000
— - - Input Size: 500
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