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ABSTRACT

The paper presents handwritten Devnagari digit recognition results for benchmark studies. To obtain these results, we conducted several experiments on CPAR-2012 dataset. In these experiments, we used features ranging from the simple most features (direct pixel values), slightly computationally expensive, profile based features, to more complex gradient features extracted using Kirsch and wavelet transforms. Using these features we have measured recognition accuracies of several classification schemes. Among them the combined gradient and direct pixel feature using KNN classifier yielded the highest recognition accuracy of 95.2%. The recognition result was improved to 97.87% by using multi stage classifier ensemble scheme.

The paper also reports on the development of CPAR-2012 dataset that is being developed for Devnagari optical document recognition research. Presently, it contains 35,000 (15,000 constrained, 5,000 semi-constrained and 15,000 unconstrained) handwritten numerals, 82,609 handwritten isolated characters, 2,000 unconstrained and 2,000 constrained pangram text, and 4,000 digitized data collection forms.
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1. INTRODUCTION

This paper reports on isolated handwritten Devnagari digit recognition. Hindi language, the National Language of India, uses Devnagari script. Besides Hindi, a number of languages: Sanskrit, Konkani, Marathi, Nepali, Bhojpuri, Guajarati, Pahari (Garhwali and Kumaoni), Magahi, Maithili, Marwari, Bihil, Newar, Santhali, Tharu and sometimes Sindhi, Dogra, Sherpa, Kashmiri and Punjabi uses Devnagari script. This research is an attempt towards the development of computerized system for digital processing of Devnagari script based documents. The focus of our research is, particularly, on the development of a reliable recognition system that can recognize reliably handwritten isolated digits that are captured in real-life environment. Such a recognition system can solve data entry problem, a bottleneck for data processing applications, by capturing data at their sources. Such systems for applications, involving Latin characters, like computer processing of: postal address [1], bank cheques [2] and historical records [1,3] are being built & deployed, and such systems are very much desired for Devnagari script based applications such as Aadhar card [4] and commercial forms [1].

The objective of this paper is two-fold. One is to study the effectiveness of a set of handwritten Devnagari digit recognition schemes another is to publish findings of this research for benchmarking. To meet these objectives we have created a standard dataset that we referred to as CPAR-2012 [30] dataset. To the best of our information, no standard dataset is available—at least in public domain—for benchmark studies for Devnagari script based document recognition. Unfortunately, research groups in Devnagari script recognition have paid very little attention to the importance of dataset. In most of the cases [2-6, 9, 26], they tested their algorithms on artificially created dataset or on unprofessionally collected samples of size less than 3,000 characters. This might be a reason for very limited progress in Devnagari script recognition as compared to Latin languages. To overcome the lacunae, we are developing CPAR-2012 dataset of Devnagari script for benchmark studies. Unlike the existing datasets, this dataset is much larger in size, type and other attributes than the largest dataset of 23,392 digit samples reported in [1]. Moreover, it contains colour images of handwritten numerals, characters and texts along with writers’ information that provide information for handwriting analysis based application development.
We describe our test data attributes, along with its collection process, in section 2. We have tested recognition accuracies of different recognition schemes on 35,000 digit samples. These recognition schemes were developed by combining five feature types and five classifiers. We have created feature-wise and classifier-wise schemes. For feature-wise comparison, we created schemes to study the performance of single classifier on all feature types while for classifier-wise comparison, we used different classifiers to classify the same feature vector.

In addition, we have also tested the accuracies of majority voting based classifier ensemble schemes. We present feature definition, extraction process, individual classifier and classifier ensemble details in section 3, experimentation description in Section 4 and conclusion in Section 5.

2. DATASET FOR DEVNAGARI DIGIT

Devnagari script has more than 300 character-shapes. Among them, there are 13 vowels, 33 consonants, 3 composite consonant and 10 digits. Figure 1 shows Devnagari digit shapes. Although, these shapes are unique but Devnagari digit one resembles English digit nine (9) and Devnagari digit 9 has two different shapes: thus, there are 11 distinct shapes.

![Figure 1: Devnagari Digits](image)

The research works for developing a handwritten Devnagari digits (also referred to as numerals) recognition are going on for the past four decades. Since then, several recognition techniques have been developed and tested [1, 5-11]. Table-1 below shows among the best schemes that have been reported in handwritten Devnagari digit recognition literature. We find these schemes incomparable. For reasons, researchers tested their techniques on different test datasets−each dataset is of different and distinct quality, e.g., having shape and size variations.

As mentioned before, for comparison or benchmark studies, a standard dataset is required. However, there are some progresses in this direction. Table-2 gives a summary of such contributions. It indicates that after 2000 Pal et al. [12] reported the existence of the first test dataset of Devnagari digits. Later, Bhattacharya & Chaudhary [1] and Jayadevan et al. [16] reported about their text datasets. In the meantime, to deal with this important issue, the Centre of Excellence for Document Analysis and Recognition (CEDAR) has launched an ambitious project of a test dataset collection for Devnagari script recognition [23]. These datasets are not available in public domain. Therefore, we started developing CPAR-2012 dataset.

<table>
<thead>
<tr>
<th>Ref.</th>
<th>Features</th>
<th>Classifier</th>
<th>Dataset</th>
<th>Result (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>[5]</td>
<td>Structural</td>
<td>Binary Decision Tree</td>
<td></td>
<td>430</td>
</tr>
<tr>
<td>[6]</td>
<td>Density and Moment</td>
<td>MLP</td>
<td>2,460</td>
<td>40-89.68</td>
</tr>
<tr>
<td>[7]</td>
<td>Box approach</td>
<td>Fuzzy set</td>
<td></td>
<td>3,500</td>
</tr>
<tr>
<td>[8]</td>
<td>Structural approach</td>
<td>Matching syntactic representation</td>
<td></td>
<td>1,500</td>
</tr>
<tr>
<td>[9]</td>
<td>Quad Tree</td>
<td>SVM</td>
<td></td>
<td>3,000</td>
</tr>
<tr>
<td>[10]</td>
<td>Fourier descriptor</td>
<td>SVM</td>
<td></td>
<td>13,000</td>
</tr>
<tr>
<td>[11]</td>
<td>Structural</td>
<td>Fuzzy Neural Network</td>
<td></td>
<td>2,000</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Year</th>
<th>Language</th>
<th>Dataset Size</th>
<th>Dataset Type</th>
<th>No. of Writers</th>
</tr>
</thead>
<tbody>
<tr>
<td>2007[12]</td>
<td>Devnagari/Bangla/Telugu/Odia/Kannada/Tamil</td>
<td>22,546/14,650</td>
<td>Isolated numerals</td>
<td>N/A</td>
</tr>
<tr>
<td>2007[13]</td>
<td>Bangla</td>
<td>8,348/23,352</td>
<td>Strings of Online Offline Isolated Numerals</td>
<td>N/A</td>
</tr>
<tr>
<td>2009[1]</td>
<td>Devnagari</td>
<td>22,556</td>
<td>Isolated Numerals</td>
<td>1,949</td>
</tr>
<tr>
<td>2010[14]</td>
<td>Tamil and Kannada</td>
<td>100,000</td>
<td>Words</td>
<td>600</td>
</tr>
<tr>
<td>2011[16]</td>
<td>Hindi &amp; Marathi</td>
<td>25,720</td>
<td>Words of Legal Amounts</td>
<td>N/A</td>
</tr>
<tr>
<td>2012[17]</td>
<td>Bangla only &amp; Bangla Mixed with English</td>
<td>100&amp;50</td>
<td>Words</td>
<td>N/A</td>
</tr>
</tbody>
</table>
2.1. CPAR-2012 Dataset

The CPAR-2012 dataset contains images of constrained, semi-constrained and unconstrained handwritten numerals; isolated characters; unconstrained and constrained pangram text; digitized data collection forms. The pangram text has 13 most frequently used vowels, 14 modifiers and 36 consonants. In addition to these, it contains writer information needed for writer identification and handwriting analysis research.

(a)   (b)
Figure 2: CPAR-2012 dataset division (a) Age group (b) Education wise

The novelty of the dataset is that it is the largest test dataset for Devnagari script based document recognition research. The data reflects the maximum handwriting variations as it is sampled from writers belonging to diverse population strata. They belonged to different age groups (from 6 to 77 years), gender, educational backgrounds (from 3rd grade to post graduate levels), professions (software engineers, professors, students, accountants, housewives and retired persons), regions (Indian states: Bihar, Uttar Pradesh, Haryana, Punjab, National Capital Region (NCR), Madhya Pradesh, Karnataka, Kerala, Rajasthan, and countries: Nigeria, China and Nepal). Two thousand writers participated in this experiment. Figure 2 (a-b) show age groups and education levels writer’s distribution.

To collect the data, we designed two forms: Form-1 (see Figure 3 (a) to collect the isolated digits, characters, and writer’s information and Form-2 (see Figure 3 (b)) to collect the constrained and unconstrained handwritten words from the pangram.

(a)   (b)
Figure 3: Design of (a) Form-1 as used in isolated characters extraction (b) Form-2 as used in text extraction.
We asked writers to write the pangram text on guided line given below the pangram for constrained handwriting sample collection and repeat the same in the blank space (without guidelines) provided for unconstrained handwriting sample collection. We collected data from 2,000 writers where each writer filled both the forms: Form-1 & 2. We digitized the duly filled forms using HP Cano LiDE 110 scanner at resolution 300 DPI in color mode, and from these forms extracted the desired data using specially made software [30].

2.1.1. Form 1 image processing

The extraction of isolated characters (digits and alphabet) and writer information from Form-1 begins with skew correction operation, if required. To speed-up the process we applied an automatic image skew correction operation before applying the images segmentation operation to extract the images of individual characters. We used Radon transform [33] for skew correction. Afterwards, in the skew free Form-1 images, the process locates automatically the machine printed character block, handwritten character block followed by writer’s information block.

To extract the isolated characters the process performs the following steps.

1. Binarize Form-1 image using Otsu Method [15].
2. Remove noises (impression of other forms, salt and pepper noise, corner folding, physically damaged paper, extraneous lines, stapler pins marks) that might have occurred during the digitization process.
3. Perform hole filling morphological operations to obtain the uniform connected component.
4. Perform the labeling operation on the connected components obtained in step-3 to find the bounding box (top-left point, width and height) for each labeled region.
5. Locate and filter out all labeled components in the handwritten character block whose areas were less than a specified threshold.

The process accepted 1,700 out of 2,000 forms. From each accepted from 154 bounding boxes were detected, cropped, stored and displayed for verification. Through this process, we accepted constrained handwritten samples of 15,000 numerals and 83,300 characters. The process rejected poor quality samples (1,400 samples). These samples have also been stored in the database for further investigation.

2.1.2. Form-2 Processing

Like before, we converted Form-2 images into binary images and removed the extraneous noises. The last line of each handwritten pangram (constrained and unconstrained) contains handwritten digits. We used three structuring elements that we referred to as SE1, SE2 and SE3 for image erosion operation. These elements are depicted in Figure 4.

![Figure 4: Structuring Elements Used In Form-2 Processing.](image)

In order to extract individual digits from these lines following steps were performed.

1. Erode the binary image with structuring element SE1 so that isolated characters were merged within the word.
2. Erode the resultant image with a line structuring element SE2 that resulted image in a connected component.
3. Label the connected components obtained in step-2 to find region properties (top-left, width and height).
4. Select the last connected component and perform the following steps as a selection criteria:
   a) If found acceptable (size is more than 15 pixels) once then save it, else go-to step (b)
   b) Erode the same input image with another Structuring element SE3 and check for acceptability condition as in (a) and go-to (c).
   c) If acceptable then save the component and perform step 5, otherwise discard the component.

5. Invert the resulted component image from step- 4 and erode it to produce a list of white regions bounded by black regions.
6. Find the top left point, width and height of each white region, and that allowed to crop the
individual digit image, store and display it for manual inspections and labeling.

Through this process, we collected 15,000 unconstrained and 5,000 constrained handwritten numerals. However, in case of constrained numerals, we lost some samples because writers wrote them over the upper, lower or both guide lines.

The final dataset consists of: 83,300 isolated characters; 35,000 numerals; 2,000 constrained pangrams and 2,000 unconstrained pangrams; Writer’s Information; 2,000 Form-1 images and 2,000 Form-2 images. For processing these colour images were preprocessed to remove the noise, binarized, and size normalize into 32 x 32 pixels as shown in Figure 5.

We further divided the digit dataset into two sets (dataset A and B). The distribution of digits in each set is shown in Figure 6. These sets were used as training and test set interchangeably.

We observed similarities in shape six and nine\(^1\), see Figure 7 (a), violation in writing guidelines like (Figure 7 (b) and (c)), Overwriting (see Figure 7 (d)) and discontinuity in shapes see Figure 7 (e). Consequently, the shape similarity created confusion. The violation of guideline converted a character image into another character. The overwritten character produces distorted image. The shape discontinuity made it impossible to extract contour \[20\] like features.

3. RECOGNITION METHOD

In this present study, we are in the process of conducting a set of experiments on the entire dataset. In these experiments, we are implementing the best performing recognition techniques as reported in the Devnagari numeral recognition literature \[1, 5-11\]. The objective of these experiments is to provide recognition results for benchmark studies.

3.1. Feature Extraction

A discriminative feature vector is preferred for high recognition results at comparable cost. From literature it is clear that structural feature and gradient based feature perform well in similar shape recognition like Devnagari digits. Since in present study we provide benchmark results for future study of newly created CPAR-2012 dataset, we are not proposing a new feature but will use state-of-the-art feature vector used in digit handwriting recognition. We measured the performance with features ranging from the simple most features in which each feature vector element was the direct pixel value \[19\] to more computationally expensive features obtained from simple profiles \[6\] and gradient & wavelet transform \[1\]. On further study we combined the direct pixel, profile feature with the gradient and wavelet transform features. A brief description of feature extraction and classification scheme is given in this section.
3.1.1. Direct pixel value features

We started our experiments with a simple feature definition - the pixel value. We formed feature vectors by storing the size normalized two dimensional digit images into one dimensional (in column major) feature vectors where each feature element is the pixel value. For this we resized the images into 16, 64, 256 and 1024 pixels in column major. We used the recognition results of these experiments as a baseline for comparison purposes, assuming that it represents the worst recognition scenario.

3.1.2. Profile based features

For comparative study we used simple profile [32] features, which are easy to extract. Due to their simplicity and usefulness, several variations, like features from left, right, top and bottom profiles are being used. We performed experiments considering all four profiles forming 128 pixels (32 x 4) to define feature vectors. Where each feature element depicts the profile value, is formed by combining the above mentioned profiles respectively.

![Figure 8: Left, Right, Top and Bottom profile of digit 3.](image)

The profile feature values range from 1 to 32 pixels which is length and width of each image. Figure 8 shows profiles of handwritten a numeral three from CPAR-2012 dataset.

3.1.3. Gradient and wavelet features

Gradient are based on local derivatives of image which is bigger at locations of the image where the image function undergoes rapid changes. The gradient based operator is used to indicate such locations in the image. Keeping this in view we used Kirsch Operator because it detects four directional edges more accurately than other operator [21]. The gradient feature vectors for horizontal (H), vertical (V), right-diagonal (R), and left-diagonal (L) directions are calculated according to:

\[ G(i,j)_H = \max(|5S_2 - 3T_2|, |5S_6 - 3T_6|) \]
\[ G(i,j)_V = \max(|5S_1 - 3T_1|, |5S_7 - 3T_7|) \]
\[ G(i,j)_L = \max(|5S_3 - 3T_3|, |5S_7 - 3T_7|) \]

Where \( S_k = A_k + A_{k+1} + A_{k+2} \)
\( T_k = A_{k+3} + A_{k+4} + A_{k+5} + A_{k+6} + A_{k+7} \)

Further to reduce the size of feature vector and capture the local and global feature we used db1 wavelet transformation. The feature formation process is depicted in Figure 9. In these experiments images were resized to 32 x 32 pixels. In order to capture the local features from a size normalized image we formed four images by applying H, V, L and R Kirsch operators. On each of these images, db1 wavelet transformation [29, 31] was applied and four sets of features (16 features per image) were generated by taking the LL components of each image. Likewise, to capture the global information, the db1 wavelet transformation was applied on the original size normalized image and 16 features were generated by taking its LL components. Finally we combine both the features and formed a feature vector of 80 elements representing 64 local and 16 global features.

![Figure 9: Gradient features extraction.](image)

3.2. Classifier

In this section we give a brief description of classification techniques used in this study. For this study, we chose neural network classifiers- Pattern Recognition (PR), Feed forward (FFN), Fitness Function (FFT), Cascade Neural Network (CCN), statistical classifier- KNN (k-nearest neighbor) classification methods. These classifiers are available with MATLAB [22].
3.2.1. Neural network classifier

An N-layered feed-forward multilayer neural network contains one input (the first) layer, one output (the last) layer, and N-1 hidden (intermediate) layers. Starting from the first layer, neurons of every pairs of layers say layers k-1 and k, are connected with each other via a weight matrix \( W_{mk, m_{k-1}} \) where \( m_k \) and \( m_{k-1} \) are the total number of neurons in the \( k \)th and \( (k-1) \)th layers respectively. The element \( W_{mk, m_{k-1}}(i, j) \), where \( 1 \leq i \leq m_k \) and \( 1 \leq j \leq m_{k-1} \), denotes the weight between the \( i \)th neuron of the \( k \)th layer and the \( j \)th neuron of the \( (k-1) \)th layer.

The output of \( i \)th neuron of the \( k \)th layer is a function of the \( i \)th row of \( W_{mk, m_{k-1}} \) and the output \( O_{k-1} \leq j \leq m_{k-1} \) of the \( (k-1) \)th layer neurons, the output of the \( i \)th neuron of the \( k \)th layer is

\[
O_i^k = f(net_i^k)
\]

where

\[
et_i^k = \sum_{j=1}^{m_{k-1}} w_{i,j}^k \times O_{j}^{k-1} + b_i^k
\]

The second classifier used were pattern recognition classifier. This function is similar to feedforwardnet except, it uses tansig transfer function in the last layer.

\[
O_i^k = \text{tansig}(net_i^k) = 2/(1+e^{-2*net_i^k}) - 1
\]

This network is more commonly used for pattern recognition purposes. This function is good where speed is important and the exact shape of the transfer function is not important.

The third classifier used were cascade forward neural network. This classifier uses function that is similar to feed forward networks but include a weight connection from input to each layer and for each layer to successive layers e.g. layer 1 to layer 2, layer 2 to layer n and layer 1 to layer n. The three-layer network also has connection from input to all three layers. The additional connection improves the speed at which the network learns the desired relationship.

The fourth classifier used were function fitting neural network. This classifier uses a function to fit input-output relationship and returns a fitting neural network.

3.2.2. Statistical classifier

The classifier [24] predicts the class label of the test pattern \( x \) from predefined class. The classifier finds the \( k \) closest neighbor of \( x \) and finds out the class label of \( x \) using majority voting. The performance of KNN classifier depends on the choice of \( k \) and distance metric used to measure the neighbor distances. In our experiment we used Euclidean distance metric.

3.2.3. Classifier ensemble

We obtained the final recognition results by combining the decisions of several classifiers [25]. Figure 10 (a) & (b) show the proposed framework for classifier ensemble schemes. Figure 10 (a) is a single stage and Figure 10 (b) is a multistage classifier ensemble scheme.

In single stage ensemble we used single feature type and multiple classifiers. In this scheme we classify an unknown digit by combining the decisions of all the classifiers. Whereas in multistage classifier ensemble, in the first stage we pooled decisions of several single stage ensemble scheme (using same set of classifier on different feature types). Afterword’s, obtain the final decision by combining the pooled decision. We combined the classification decision, in all the cases, using majority voting rules.

In this scheme an unknown digit is recognized as the one that is supported by majority of classifiers, otherwise it is rejected. This scheme assumes that all classifiers have equal vote value. But in reality the recognition performance differ from classifier to classifier.
4. EXPERIMENTS WITH CPAR-2012 DIGIT DATASET

We conducted all experiments on binarized, resized (32 x 32 pixels) and noise removed digit samples. In these experiments, we first evaluated the performance of recognition schemes formed by feature as explained in section 3 and classifier coupling.

For classification we chose five–Pattern recognition network (PR) [22], Feed-forward network (FFN) [22], Fitness function network (FFT) [22], Cascade neural network (CCN), and k-nearest neighbor (KNN) classification methods from MATLAB (R2012a). In addition to these schemes, two classifier ensemble: single layer and multilayer classifier ensemble also has been studied.

All neural network (NN) classifier models were trained using resilient back-propagation (RP) [27] and scale conjugate back-propagation (SCG) [28] learning algorithms.

To maintain the uniformity in all our experiments, we divided the dataset into two sets, namely set A of size 11,000 and set B of size 24,000 samples respectively. We used these sets as training and test sets, as indicated in the Table 3, interchangeably. In experiment with experimental dataset I the classifiers were trained on dataset set B (24,000 samples) and tested on dataset A (11,000 samples). In experiment with experimental dataset II they were trained and tested on dataset B while in experiment with experimental dataset III they were trained and tested on dataset A. In order to assess the effect of training set size on recognition, in experiment with experimental dataset IV, we trained the classifiers dataset A (the smaller dataset) and tested them on dataset B (the larger dataset).

4.1. Experiments with Direct Pixel Features

In this experiment, the recognition performance of the simplest feature element, i.e., the direct pixel value, is measured on neural networks and KNN classifiers. Figure 11 and Figure 12 show the results of neural network classifiers using SCG & RP learning algorithms respectively. Figure 11 also shows the result of KNN classifier that yielded the high recognition accuracy. Among the neural network classifiers, the pattern recognition classifier yielded the better recognition score. In experiments II and III, in comparison of the first set of experiments, all classifiers have yielded better recognition scores. The reason is that the classifiers were trained and tested on the same datasets. In experiments IV all the classifiers performed poorly because they were trained on the smaller dataset and tested on the larger dataset. It indicates the effect of the training sample size on the recognition performance. In all plots y axis denotes average recognition accuracy in percentage.

Table 3: Experimental dataset with training and test

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Training Set</th>
<th>Test set</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>B 24,000</td>
<td>A 11,000</td>
</tr>
<tr>
<td>II</td>
<td>B 24,000</td>
<td>B 24,000</td>
</tr>
<tr>
<td>III</td>
<td>A 11,000</td>
<td>A 11,000</td>
</tr>
<tr>
<td>IV</td>
<td>A 11,000</td>
<td>B 24,000</td>
</tr>
</tbody>
</table>

Figure 11: Results of SCG Training & KNN

Figure 12: Results of RP Training
In an attempt to measure the effect of varying image sizes on recognition performance and recognition speed, we conducted experiments using NN classifiers with SCG learning algorithm. Figure 13 shows the results obtained on experimental dataset I. As expected, the results are stabilized for larger sized images. The Table 4 shows the average recognition speed. From this table, we noted that the NN classifier which is trained with SCG learning algorithm recognize digits with faster speed.

![Figure 13: Average recognition result with various image sizes.](image)

Table 4: Execution time of NN classifier in seconds with (a) SCG and (b) RP learning

<table>
<thead>
<tr>
<th>SIZE</th>
<th>PR</th>
<th>FPN</th>
<th>FFT</th>
<th>CCN</th>
<th>KNN</th>
</tr>
</thead>
<tbody>
<tr>
<td>4x4</td>
<td>162.19</td>
<td>535.35</td>
<td>158.62</td>
<td>345.61</td>
<td>15.29</td>
</tr>
<tr>
<td>8x8</td>
<td>207.7</td>
<td>448.9</td>
<td>504.1</td>
<td>615.27</td>
<td>22.3</td>
</tr>
<tr>
<td>16x16</td>
<td>199.9</td>
<td>470.13</td>
<td>535.5</td>
<td>1021.03</td>
<td>145.53</td>
</tr>
<tr>
<td>20x20</td>
<td>197.6</td>
<td>475.21</td>
<td>320.36</td>
<td>1031.27</td>
<td>267.87</td>
</tr>
<tr>
<td>32x32</td>
<td>180.3</td>
<td>406.007</td>
<td>318.29</td>
<td>1407</td>
<td>526.94</td>
</tr>
</tbody>
</table>

(a) Experiments with Profile Features

Figure 14-15 below show the profile feature based recognition results. In all these experiments, the classifiers were trained and tested on datasets A & B as described in the last section. In this case, the pattern recognition classifier yielded the highest recognition score in all the experiments and the feed forward neural network yielded the poor recognition score in almost all the experiments (see Figure16 -17).

![Figure 14: Results of SCG Training & KNN](image)

![Figure 15: Results of RP Training](image)

4.3. Experiments with Gradient and Wavelet Features

Like all other experiments, in these experiments, KNN classifier yielded the highest recognition score. Among the neural network classifiers, the pattern recognition neural network classifier yielded the best recognition score in all the experiments and the feed forward neural network yielded the poor recognition score in almost all the experiments (see Figure16 -17).

![Figure 16: Results of SCG Training & KNN](image)
4.4. Experiments With Combined Profile And Gradient Features

As mentioned before, the gradient feature captures the local properties while the profile feature the global properties of a pattern. In an attempt to measure the effects of combining the local and global properties on recognition performance, we conducted experiments with the feature vector that we formed by combining the gradient and profile features, and conducted the similar experiments on experimental datasets A and B as described in Sections 4.1. Figure 18-19 show the results of these experiments.

4.5. Combined gradient and direct pixel

In search of improved recognition accuracy, we conducted one more set of similar experiments, on the dataset A & B, using feature vector that we formed by combining the gradient and direct pixel features. Figure 20-21 show results obtained in these experiments. Again, the KNN classifier yielded the highest and cascade neural network poor recognition score respectively in almost all the experiments. No significant difference was observed in other experiments.

4.6. Experiments with Classifier ensemble

In an attempt to measure the recognition performance of schemes that combine classifiers, we conducted two experiments: One with the single stage and another with multi-layer classifier ensemble scheme. Both scheme uses majority voting scheme for final decision as explained in section III. Figure 22 show the results of majority voting ensemble scheme. This figures depict the recognition score obtained by combing the classifiers for different features sets e.g., KW (kirsch & wavelet), SP (profile Feature), SPKW(profile and kirsch & wavelet),
DPKW (direct pixel and kirsch & wavelet) and DP (direct pixel).

Figure 22: Results Of Simple Majority Using Single Stage Classifier Ensemble

In order to reduce the misrecognition rate, once again we combined the decision obtained from this ensemble scheme and also we introduced a rejection criterion i.e., reject a digit if there is no majority consensus. The rejection yielded 97.87% recognition accuracy. Table-5 shows its confusion matrix. Figure 23 compares the recognition accuracy of majority voting multi-stage classifier ensemble scheme with rejection (MVR) and without rejection (MV) criterion. MVR shows better results than MV in all digits.

Table 5 shows the confusion matrix, we discovered that digit zero (0) is confused mostly with one, digit one with seven, digit two with one, digit three with two, digit four with five, digit five with four, digit six with nine(1), digit seven is mostly confused with zero, digit nine(1) with six, digit nine(2) is confused with digit one. These confusion arose because of shape similarity. Table-6 shows shape similarity in Devnagari digits where each column indicates the similarity in shape of a digit given in first row with digits given in other rows.

Table 7 shows shapes of some misclassified test digits.

5. CONCLUSION

The paper reports on the development of a benchmark dataset—CPAR-2012—for handwritten Devnagari character recognition and the Devnagari digit recognition performance. The salient features of this dataset is that it contains multi-type texts like isolated numerals, characters and words along with writers information, and a set of pangram text written by two thousand writers. This dataset can be used to test and benchmark the recognition techniques and algorithms for isolated numeral, character, word recognition, handwriting analysis, writer identification, handwriting individuality analysis, text recognition, and similar research.

We have measures the recognition performance on handwritten digits of CPAR-2012 using different features: direct pixel, simple profile, gradient feature, gradient feature combined with direct pixel and gradient feature combined with profile feature.
networks—pattern recognition, function fitting, cascade and feed-forward neural network—and statistical classifier: KNN.

In an attempt to improve recognition accuracy we used classifier ensemble scheme: the single stage and multi-stage. In both we applied simple and weighted majority voting scheme using kappa coefficient as weight (computed from the confusion matrix of a classifier) for final decision. The recognition accuracy improved from 95.18 % to 97.87 % using multi-stage classifier with simple as well as weighted majority scheme. No significant difference was noted in the results between these two voting schemes.

In these experiments, the KNN classifier consistently yielded high recognition accuracy of almost 100% on training sets. Among Neural Network classifier, the Pattern recognition (PR) classifier with scaled conjugate back-propagation learning rules yielded the best recognition results, in terms of accuracy and speed, as compared to all other neural network classifiers. It is also observed that training set size affects the recognition accuracy.

We have organized the dataset as relational database. It is being integrated into an integrated research environment. The environment is being designed to facilitate the sharing of data and results among researchers and allow them to expand the dataset by storing a large variety of handwriting samples along with writer’s attributes. Such a dataset would help in discovering ground truth from the handwriting samples and in turn would help in authenticating the reliability of handwriting based systems.
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