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ABSTRACT

Internet is a rapid growing technology that cortaarvast and rich set of information stored onvieb. To
retrieve, share and to process all these informdtiom the web, a tool has been created calledckear
engine which plays an essential role for the wekrai©n searching the information from web servers
through search engines, many irrelevant and redurdtacuments containing the required informatioh wi
be retrieved and presented to the users. But itredevant and replicated information affects the
performance of the search engine by wasting thésutime by surfing the uninterested documents Wwiéc
inefficient to the web users. So, to make the seaffective, and to improve the performance ofgbarch,
many researchers turned their attention towards Wigling since web is used in almost all areas. Web
content mining is a subarea under web mining thaesrequired and useful knowledge or information
from the web content. Most existing algorithmsuson applying weightage only to the common temms i
the documents by which the accuracy gets consetytieduced. The performance of a search engine ca
be improved through this proposed approach basédronfrequency ranking to mine the web contents.

Keywords: Correlation Coefficient, Search Engines, Term Frengy, Web Content Mining, Web Content
Ouitliers.

1. INTRODUCTION not be always effective; possibly it contains
irrelevant and redundant documents. So, presenting
In the present day, almost all disciplines use anly relevant information without any redundancy
most interactive and intermediate standard tfslom the web has become complex and challenging
accumulate and access huge quantity of informatidask for those search engines due to raise in the
called World Wide Web. Due to this increase in thancreasing amount of information stored in the web.
usage of internet, the size of the web that cosataiifo answer all these issues web mining has become
the data and information is increasingan important research area. All search engines
predominantly every day. Thus, managing andtilize different methods to discover useful
retrieving those data has become a difficult task f knowledge from the web, but most of it uses
the web users. To overcome this tedious task, la tamnventional and traditional Information Retrieval
or a platform to search and retrieve the requireglgorithms along with data mining techniques.
information has been identified and it is called a#pplying data mining techniques with little
search engine. Now, the use of search engine h@mendments that better suits web data to mine the
extremely increased among humans due to the vagtb is termed as Web Mining.
improvement in technology where the required

. . -~ According to research, Web Mining is broadly
information can be accessed by anybody at any tim o .
and from anywhere. fassified in to three categories. They are Web

Usage Mining, Web Structure Mining and Web
For accessing the required information from th€ontent Mining [1], [2], [3]. According to them,
web, the user gives a query to the search engindeb usage mining is the process of mining or
The search engine then process the given query attidcovering the knowledge about user access
access the information from the web server anghtterns from Web usage logs which is helpful to
finally presents the documents that matches thmake future decisions. And, Web structure mining
terms in user’s query. But, the retrieved documerig the process of determining useful knowledge
containing the information for the given query willfrom the structure of the web page using hyperlinks
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which helps to explore the structure of web sites. With this an improvement has been made that
Also, Web content mining is the process of miningdescribes the power of n-gram and word based
extracting and integrating useful data, informatiosystem [15]. Anew algorithm called WCOND-Mine
and knowledge from Web page contents bglgorithm has been proposed which uses vector
applying some conventional data mining techniquespace model for dissimilarity computation for
[4]. Many researchers carried out their researamining web content outliers. This approach uses n-
activities in all these three areas. Recently gliea grams without assuming the existence of a domain
rapid growth of research activities in the Weltdictionary [16], [17]. The new technique has been
Content Mining [5]. proposed by integrating generalized pattern mining
1algorithm and clustering concepts [18]. The
mathematical approach based on set theoretical and
igned approach for mining web content outliers is

Web content outlier mining is a concept o
finding outliers such as noise, irrelevant an

redundant pages from the web documents that a esented in [6] [19]. A better understanding of

presented to the users as a result of the guctes Fabic text classification techniques is achieved i
search through search engines. By removing the ]. The importance of using suitable measures

outliers, unique documents can be retrieved nd methods to estimate the performance of Web

ell_m_|nat|ng uninteresting -documents obtained .b}ﬁocument classification is explained in [21]. loan
mining the Web Content [6]. Web content outlier

mining is not only helpful to detect outliers whan Dzitac et al. proposes the structure into two e
9 y help where, first method briefly discusses the various

W.eb portal is hacl_<ed bUt. also may lead to theeb mining tasks and the second method focuses
discovery of emerging business patterns and tren R advanced Artificial Intelligence (Al) methods

[7]. The traditional search engine is more comple%r information retrieval and web search. link
system in extracting and integrating data [8] due t nalysis, opinion mining and web usage r"nining
which it generates thousands of responses to t ] ’

user, and many of them are not relevant to the usér

guery and does not provide best result [9]. An algorithm based on clone detection and

This paper focuses on improving the erformancSim“arity metrics to detect duplicate pages in web
pap P 9 P éaltes for structured web documents has been

of search engines by proposing the new architectur . N
to find relgvant )i/n?orr%atior? and to extract'r(‘e[r()duceo| in [23]. A web page de-duplication

otentially useful knowledge from the web [10] method which extracts the information from
b y 9 ‘websites and web titles to eliminate duplicated web

T e A2 D08 base on festure codes using URL hashing
P 9 Y %¥s been introduced [24]. But in this method the

removing irrelevant and redundant information

which minimizes the efficiency and effectiveness ngtractmn of feature codes takes much time. Copy

a search engine. The new correlation coefficie etection Algorithm (COPS) scheme aims to
gine. rotect intelligent property of the document owner
formula has been proposed to compute t

similarity between the documents and the quer detecting overlap among documents has been
terms y q uggested where the semantic keyword alone is

considered as terms to compute relevant measure.
2. RELATED WORK This method is cost expensive for building the
inverted index of the semantic keywords [25]. A

Web mining is an emerging research area thaiovel multilayer framework for detecting
focuses on resolving problems while accessing antiiplicated web pages through two similarity text
updating information on the web. Web Contenparagraphs detection algorithms based on Edit
Mining aims to extract useful information from thedistance and bootstrap method is proposed in [26]
web pages based on their contents [11], [12]. A netwt still it cannot find duplicates among multiple
approach to Web Content Mining by using pagaveb pages. A traditional weighting technique
Content Rank has been introduced [13]. The nFF.IDF from Information Retrieval which is
gram based algorithm by assuming the existence odmmonly used in text mining is explained in [27],
domain dictionary for mining web content outliers[28]. The Linear Correlation based method to detect
using full word matching, which explores theand remove duplicate web document is suggested in
advantages of n-gram techniques as well as HTM[29]. The experiment analysis has been made and it
structure of web documents has been proposstiows that TF.IDF technique from Information
[14]. Retrieval is not only compatible to use in detagtin
web outliers, it even returns better results tHaa t
previous works.
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After retrieving and removing redundancy in theword suffixes which reduce the number of unique
web pages, Rank should be made for each pag®rds in the index by reducing the storage space
before presenting the page to the user. Page Rankequired for the index and speeds up the search
a numeric value that represents how important process. For example, the word analyze that stems
page is on the web [11], [30]. An enhanced pag® produce the word analy-, since the documents
rank algorithm has been adopted in [31]. which include various forms of analy- like analysis
analyzing, analyzer, analyzes, and analyzed will

To Improve the_ quality of URLs o be listed have equal preference of being retrieved. The third
thereby avoiding irrelevant or low-quality ones, a : o . .
tep is Tokenization which is the process of

e e o o pEroroneylleing & sieam o e o ords, pivases
pag P mbols, or other meaningful elements called

?hned gggeecogtﬁ(';tsoaor tgﬁ ?:iirtcerr]\tk;){:]\{?lrds [hgilh Abkens. The list of tokens becomes input query for
ve Wi w INiNg WNICH 13, e processing. This query will be expanded

ﬁgii)g:\egnéoéorsneigt]ioﬁn?r:ntisié I?gkossggrwgiﬁl tﬁgince the information they need may be expressed
statistical correl?:\tion hés beenpa pIied to rer,novus'ing synonyms, rather than the exact query terms

. ) pp for broader search. Then query terms will be
the duplicates and irrelevant pages from th

retrieved web pages which is more efficient thar%sagr;e((jj a We.lght ahnd Fhen thg \;\_/Ielg?ted query cljs

existing algorithm in time and space. searched against the inverted file for require
documents which may end up with duplicates. Then

3. SEARCH ENGINE — A SUMMARY the weight is assigned for each term in the
document [33].

Search engines are special sites on the _Web thft ARCHITECTURE OF THE PROPOSED

are intended to help people to find informationt tha SYSTEM

is stored on other sites. Each search engine works

in different way, but ultimately they all do three

basic tasks: The Architecture of the proposed system is

depicted in Figure 1. First the user gives the inpu
» They search the web based on the givequery. Based on that query the documents are
significant words. retrieved by the search Engine from web servers.
Most of the documents retrieved from the search
engine may or may not be relevant to the user
query. Then the extracted documents undergo the
« They allow users to look for information preprocessing step which consists of stop words
containing significant words found in thatremoval, stemming and tokenization.
index. Preprocessing is necessary to make the entire
document in the same format. Stop words are
Rommon words that carry less important meaning
than keywords. Stemming is the process for
¥educing derived words to their stem or root form —
@enerally a written word form. Tokenization is the
eprocess of breaking a stream of text into words,

* They maintain an index of the significant
words they find, and where they find them.

Now-a-days a search engine is efficient tha
earlier version since the count of the index hasbe
increased from thousands to million pages. Toda
a top search engine will index hundreds of million

words in each document, plus pointers to the
Iocgnons within the docum_ents. Thls_ file contamin calculation.
an index also called as an inverted file.

Frequency of all the terms in the documents is

h Everr: EIizaber:h Liddy expl?(ined in dgz_tail aboh“tcalculated and normalized. Then the given query Q
ow the search engine Works. According 0 Nl converted to weighted query. The proposed
study, all the documents in the web will be

~correlation coefficient (CC) have to be computed
preprocessed to make a common format. The Firgl,  each document with weighted query for

preprocessing step is to delete stop words. A Stc}@levancy based on the below equation Eq. (1).
word list typically consists of those word classes

known to convey little meaning, such as articles, Zdi
conjunctions, interjections, prepositions, pronouns cC=1- i Q)
and forms of the "to be" verb. The second step in ZMax(x,yi)

preprocessing is Stemming. Stemming removes
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Where d is given by |x y| where xi and yare the relevant document, else it can be
normalized term frequency of the term i in removed which is not relevant.

document R and D respectively. Always the CC //Relevancy Computation
value lies between O and 1. If the CC value i%tep 10/nitialize i=1 and j=i+1

greater than user threshold for documenartl Q,  gie 11 Find the terms T in the documents dnd

then d is the relevant document. Else the retrieved D, by making union for the words in the
document is not relevant and so it can be removed. dé)cuments.

And according to the similarity value the g 12 perform the correlation coefficient using
documents are ranked in ascending order. Next the formula in Eq(1)

step is to compare all the document pairs to Che%‘tep 131f the CC value is 1 then Pis duplicate
for redundancy. Find the terms T in the documents document which can be removed.

Di and B by making union for the words in the gtep 14 ncrement j, and repeat from step 6 to step
documents along with the rank. If the word Wk is 9 until j<r.

present in document Di and not in Ben the rank gy 15 ncrement i, and repeat from step 6 to step
of the word W for the document pwill be zero. 10 until i<r.

Apply the correlation coefficient Eq(1) for each
document pair. If the CC value is 1 for document ds 4 Explanation

and d then g is the duplicate of di which can be  cqnsider the table of term frequencies for four

removed. documents denoted;PD,, D;and D.. Compute the
5. PROPOSED ALGORITHM Term Frequency (TF) weights for the terms
correlation, content, frequency and sample from
Input : Web document. each document D D,, Ds, D;. The sample TF
Method: Statistical Method value is given in Table 1.
Output: Extraction of relevant unique web
document. Table 1: The sample Term Frequency values
Step 1. Input the query Q to Search Engine. Total Term
Step 2. Pre-process the query by removing sto Terms/Doc Q| D2| Ds| Ds Frequency
words, and stemming. correlation 27| 4 0| 27 58
Step 3. Extract set of Web Documents f2lated | content 0] 33 24 O 57
to the given query where<ikr, r is the | frequency 0] 33 17 © 50
number of retrieved documents. sample 14] 5] 0] 14 28

Step 4. Pre-process the entire extracted document _ ) o
by removing stop words, stemming, and Normalize the frequencies by dividing each
tokenization. value of the term with Total Term Frequency of the

term. The Normalized Term Frequency is given in

/[Relevancy Computation Table 2.

Step 5. Find the term frequency TF(WY for all
the words W in the document D where

. . Table 2: The Normalized Term Frequency value
1<k<m, m is the number of words in q y

document B Terms/.Doc P) D, Ds D,
Step 6. Normalize the term frequency valuel-correlation 0'366 85?7699 0‘?21 0'366

NTF(W,) to each words W in the ?r‘;ztueenrt]cy 5 586 534 5

document P by dividing the TF(W,) by sample 05 0 0 05

sum of TFW) of all the retrieved

g?\(/:vlgpdesnitr,] ggg&?‘r%r?tmD m is the number Assign the weight to the terms in the query, by
: . ! . dividing the Max(TF(W)) by sum of TF(W) of all
Step 7. Assign the weight to the terms in the ; .
o the retrieved document. If the query term is
query, by dividing the Max(TF(WJ) by . lation’ th h ‘aht for th b
sum of TE(W) of all the retrieved correlation’ then the weight for the term can be
taken as 0.466. With this compute the correlation
document. . _coefficient given in Eq(1) for the query term with
Step 8. Perform  the  Proposed Correlation S .
- - . all the documents D D,, Ds, D4 which is given in
Coefficient given in Eg.(1) for each Table 3. The CC val - bel hich
document with the weighted query aple °. c value IS given below whic
represents that documeng i3 not relevant and it

Step 9. If the CC value is greater than user
threshold for document dnd Q then ds can be removed. Based on these CC values;of D
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D,, and D) the documents can be ranked as Dy, Precisi ‘{Relavant Document}s’]{Retrived Documenﬁs
recision=
Do. {Retrieved Documents
Table 3. The correlation coefficient for query wéth .
documents Recall: It is the percentage of documents that are
relevant to the query and were, in fact, retrieved
Terms/Doc P) D, Ds D, {R | q B y ]sﬂ{R ved D k
Q 1 0.83 0 1 Recall = ‘ elavant Document etrived Document
{RelevantDocument}

Next the duplicates can be identified by
computing CC Value for all the document pairs. F-measure: F-Score is a measure of a test's
The CC value for Document Pand Dyis 1 which accuracy. F1-Score is the harmonic mean of

implies that the document ,Dis redundant and precision and recall. F1 score reaches its beseval
hence it can be removed. The values are given & 1 and worst score at 0.

Table 4 2 *Precision*Recall
F1-Score= —
Precisior+ Recall

Table 4. The correlation coefficient for all docume

pairs Accuracy: Accuracy is the measure which matches
Document ) D, D, the actual value of the quantity being measured.
D, - 0.032 1 A Relavant Documents
ccuracy=
D, - - 0.032 Y= Total Document
D, - - -
Irrelavana Documents

6. EXPERIMENTAL RESULT ErrorRate=

Total Document

An experimental analysis has been made for tl‘g . : .
proposed algorithm and for the existing method \gure 2, Figure 3, Figure 4 and Figure 5 show the
precision, recall and F-measure and accuracy

with different web page size. With this It is .

observed that the proposed method generates higrrpduced by different methods.
F-measure and accuracy compared against existi
methods. In this experimental analysis the
redundancy computation is done based on propos

method only for the retrieved documents. The inptL 025
query as “Web Mining” has been given to the | § ©2 = N-GRAM
search engine and the documents are retrieved a 015 = TLIDF
processed 0.1 Linear Correlation
. . mP d Method
The correlation between the retrieved documer 0.0 B
25 50 75 100

0.35

0.3

Precision

and the given query is calculated to find the 0

relevant documents. The documents are relevant

the correlation value satisfies the user threshol Number of Documents

Using the calculated correlation coefficient valuer

the documents are ranked. Next, the correlation Figure 2: Comparison on precision

coefficient has been calculated for all documer’
pairs to find the redundancy. One document fror 07
the document pair having coefficient value as 1 he 0.6
been removed since it is redundant document. T} 05
comparison has been made with the performance
n-gram method, TF.IDF, Linear Correlation anc

0.4 H N-GRAM
X . ” X ] 0.3 m TF.IDF

proposed method which is shown in the Figure : ) )

0.2 Linear Correlation
The proposed method has been evaluated | @ Proposed Method

. . . .. 0.1

various metrics like precision, recall, F-measur

o

25 50 75 100

Recall

and Accuracy which is defined below.

Precision: It is the percentage of retrieved Number of Documents

documents that are in fact relevant to the query
Figure 3: Comparison on recall
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045 Neural Networks Vol. 13, No. 5, 2002 pp.

04 1163-1177.

0.35

ot [4] S. Poomagal, T. Hamsapriya, “Cosine

025 - similarity-based PageRank calculation”,

02 . International journal of Web Scienc¥ol. 1,

0.15 Linear Correlation NOS' 1/2’ 2011

o1 I| mproposedmethod | [5] R. Campos, G. Dias, and C. Nunes, “WISE :
25 50 75 100

F-Measure

ot Hierarchical Soft Clustering of Web Page

’ Search Results based on Web Content Mining

Number of Documents Techniques”,International conference on Web
Intelligence, IEEE/WIC/AC006.
Figure 4: Comparison on F-Measure [6] G. Poonkuzhali, K. Thiagarajan, K. Sarukesi,

G.V. Uma, “Signed approach for mining web

o content outliers”, Proceedings of World

0.3

Academy of Science, Engineering and
028 TechnologyVol. 56, 2009, pp. 820- 824.
o2 = N-GRAM [71 M. Agyemang, K. Barker, R.S. Alhajj, “Mining
o1 mThOE web content outliers using structure oriented
0l tinear correlation weighting  techniques and  n-grams”,
® Proposed Method
25 50 75 100

Accuracy

o
[}

o Proceedings of ACM SAGlew Mexico, 2005.

[8] J. Gou, “Web Content Mining and Structured
Data Extraction and Integration: An Implement
of Vertical Search Engine SystemResearch
Report,2012.

[91 M. Chau, H. Chen, “Comparison of Three
Vertical Search Spiders’'Computer (Journal)
Vol 36, Issue 5, 2003, pp. 56-62.

0] K. Pol, N. Patil, P. Shreya, C. Das, “A Survey
on Web Content Mining and extraction of
Structured and Semistructured dataFjrst
International Conference on Emerging Trends

MNumber of Documents

Figure 5: Comparison on accuracy
7. CONCLUSION

The enormous growth of information source
available on the World Wide Web has forced t
web mining researchers to develop new and
effective algorithms and tools to identify relevant
information without duplicates. In this paper, a . . .
mathematical approach based on correlation method gléngmeermg and Technolog§008, pp. 543-
is applied to detect and eliminate redundant : ] ] -
document. The strength of this algorithm and kdy1lC. Wang, Y. Liu, L. Jian, P. Zhang, “A Utility
feature is proved by the accurate results obtained Pased Web Content Sensitivity ~Mining
from the experimental results. Future work aims at APProach”, International Conference on Web
experimental evaluation of web content mining in Intelligent and Intelligent Agent Technology
terms of reliability and to explore other (WIIAT). IEEE/WIC/ACM, 2008.
mathematical concepts for web mining to maKd2]H. Li, Z. Wu, X. Ji, “Research on the technégu

more efficient mining in terms of space and time. for Effectively Searching and Retrieving
Information from Internet”, International
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Figure 1: Proposed architecture to improve the parfance of a search engine
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