Journal of Theoretical and Applied Information Technology
10" February 2014. Vol. 60 No.1 B

© 2005 - 2014 JATIT & LLS. All rights reserved-

SATIT

ISSN: 1992-8645 www.jatit.org E-ISSN17-3195

CLASSIFICATION OF COTTON DISEASES USING CROSS
INFORMATION GAIN_MINIMAL RESOURCE ALLOCATION
NETWORK CLASSIFIER WITH PARTICLE SWARM
OPTIMIZATION

!P.REVATHI ,2M.HEMALATHA

'Ph.D.,Research Scholar, Department of Computen8eje
Karpagam University,Coimbatore, TamilNadu,India

2 Assistant Professor, Department of Computer Seienc
Karpagam University,Coimbatore, TamilNadu,India

E-mail: ‘kvrevathil @gmail.com? hema.bioinf@gmail.com

ABSTRACT

This paper is developed based on machine visiaersyand data mining techniques to identify thearott
leaf spot diseases. The leaves are most probafdgted by the fungi, viral and bacterial diseaseshe
leaf spot areas which plays a vital role of crapaion. This paper clarifies six types of diseaisethe
cotton plant. The significance of this researchlnaesign is based on advanced computational teabsiq
to reduce the complexity, cost and time. The predogchniques correctly identify the diseases. In
preprocessing, the image resolution value is rdstpethe 150* 150 pixels. The paper uses Enhanced
Particle Swarm Optimization [EPSO] for feature st to identify the affected region of a leaherl
Proposed Skew divergence (statistical method) sdban calculating the edge, color, texture vagan
features for analysis of the affected part of aoroteaf. The Propose@ross Information Gain of Minimal
Resource Allocation (CIG-MRAN) Classifier has been used to classifg #ix types of diseases and
increases the accuracy of the classification system
Keywords. CIG-MRAN Classifier, Skew divergence Edge, Color, Texture Variance Features, Cotton |eaf,
Feature Selection EPSO, Classification.

1. INTRODUCTION adequate to use methods of competence for
selecting the most appropriate and informative
Classification is the most vital role in real worldfeatures needed to come out with accurate and
problem with the target of finding the fundamentatonsistent result for classification problems.
patterns of the data and making use of the found
patterns [1]. It is obvious that we are often fleddy Feature selection can be considered as one of the
data but lack of the information and clear datencdn main preprocessing steps of machine learning [5].
tell us anything without processing [2]. The essgnt Feature selection is different from feature exioact
idea of classification is to learn from the given(or feature transformation), which creates new
dataset in which patterns with their classes areatures by combining the original features [6]eTh
provided; with the output of the classifier is adab advantages of feature selection are manyfold. ,First
or hypothesis that provides the relationship betwedeature selection significantly saves the operating
the attributes and the class [3]. Compositéime of a learning procedure by eliminating irrelay
classification problems are likely to present largand redundant features. Second, without the
numbers of features, many of which will beintervention of irrelevant, redundant, and noisy
redundant for the job of classification. Hencehiét features, learning algorithms can centrally point o
number of features is very large, the classifiel wi most essential features of data and build simpler b
take more time to classify the data set. Clasdiica This is of more precise data models. This work is
requires careful consideration when it comes tbased on use of particle swarm optimization(feature
dataset before giving the data to be classifiedl{4$ selection). This is because we have gained an aptim
better to consider only necessary features ratt@r t solution of the result, due to main best fithess
adding many irrelevant features since it will méthe@ function from matching the features of affectedf lea
classification process much harder. It is veryeatures.
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2. LITERATURE REVIEW Rothe.P.R and R.V. Kshirsagar, (2012). The

The proposed work described the cotton leaf sp rothecium and grey mildew as study objects. In

diseases using various techniques suggesting is work, based on image enhancement techniques

various development ways as illustrated in thig.pa include ’ histogram  equalization,  decorelation
Hui Li etal., (2011) The proposed work based ostretching, linear contrast stretch, intensity

the Web-Based Intelligent Diagnosis System foadjustment and filtering [15].

Cotton Diseases Control system used the proposed

method in a BP neural network as a decisior\lj,- MATERIALSAND METHOD

making system [7]. This proposed work is based on cotton leaf disea
Syed A. Health et al., The proposed worklassification. Initially the images are capturmd
discussed the automated system that can iden#fy threprocessed such as the resizing and removal of
pest or disease affecting a cotton leaf, boll ow#r noise. Proposed Skew divergences statistical method
by using image analysis. In this proposed methad calculated by the edge, color, texture variance
CMYK based image cleaning technique is used t@atures. It has been used to identify the aftepart
remove shadows, hands and other impurities froaf the leaf. Then, the proposed EPSO feature
images [8]. selection technique has been used to match the best

Bernardes A. A. et al., (2011). This method’eatures (appropriate features) owing the optimal

proposed for automatic classification of cottor?o,l[u“otn of thﬁ affect?fd tp?jrt of :hef Ileal;. bFeat(;Jre
diseases through feature extraction of leaf symptorfex raction such as allected spot of leal based on

from digital images. Wavelet transform energy ha atures such as shape, color, texture features are

been used for feature extraction while SVM has be%ﬁSted' Eusion method is ?‘Pp"ed and one of featu
used for classification [9]. evel fusion completes the joint feature vectorMyIF

calculating, score level fusion techniques like sum
Yan Cheng Zhang et al., (2007) The proposedile and the product rule of edge, color, texture
paper discussed the fuzzy feature selection apbroacfeatures variance calculating the affected parthat
fuzzy curves and Fuzzy surfaces are to selectriestublock. Testing image feature for the leaves are
of cotton leaf disease [10]. extracted and compared with the training part

Meunkaewjinda. A, et al., (2008) The propose(geatures' if pattern ma’gching b_ased on the_aftﬂect_e
work organized the cotton leaf disease segmentati lon of cotion leaf disease is correct. Finally i

process using a self organizing feature map with rgeognizes the six types of diseases used by the

genetic algorithm for optimization and support wect proposed CIG'MRAN clgssmer. The_n the_
machines for classification [11]. performance evaluation of six types of diseases is

obtained.
Gulhane. V.A et al., (2011) This proposed work
described in the features that could be extracsétu
the Self organizing feature map with a back
propagation neural network which is used t Proposed CIG_MRAN
recognize the color of the images [12].

Ajay. A, et al., (2012) This work addresses the
disease analysis is possible for the cotton lei PPlmage |, Preprocessing
disease. The analysis of the various diseasesntres L
on the cotton leaves can be effectively detectetien
early stage before it will injure the whole crop. = '
Initially we are able to detect three types of dises 7 BR Propesed CIG MRAN Classfir W Predicthe
of the cotton leaves by the methodology of Eige N siectianPs0) - B
feature regularization and extraction techniqud.[13 :

Qinghai He et al., (2013) This work described th
three different color models for extracting theungjd
image from cotton leaf images developed, addressifgg 1: The Proposed Cotton disease detection System flow
the RGB color model, HIS color model, and YCbCr Diagram
color model [14]

gork discussed the select bacterial leaf blight,

Prapased Skev
Divergence(Edoe color.Texture)
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A. .PSEUDOCODE— Proposed CIG_MRAN
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goto step 14
16, get the next training data until the stopping eriteria s met
17.End
Fig 2: Proposed CIG_MRAN Algorithm System flow

In general, neural network algorithms the error
rate values are minimized with the help of the BPN
and Feedforward neural network. But still the
classification accuracy is less and the
computationally expensive.

In normal MRAN based algorithm the neural
network values are applied selecting only for
assigning the weight values randomly and the hidde
layer by combining the different input layers.dtriot
obvious to all hidden layer output which becomes
less error value improving the accuracy of the
classification result. To overcome the disadvargage
of the BPN system a EMRAN Neural network based
on the error rate is proposed. Some percentage only
decreases. In order to reduce the error rate, here
include thecross information gain ratio between the
number of input feature vectors and the hiddenrlaye
based on the IG values adjusting the weight values.
Finally minimize the error rate. It differs from
normal MRAN algorithm. Cross information gain
ratio (CIG (S, A)) is calculated for the input laye
another hidden layer. In this work IG values by
adjusting the weight values of the input and hidden
layer, the information gain ratio is satisfied.Thae

pruning criteriathen else the prune hidden neurons.
If it doesn't satisfy then recalculate the CIG.
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Proposed Cig_Mran Algorithm classifying the diseases image of the output. Binal

. . L . d)erformance evaluation of six types of diseases is
Initially, simple edge detection is carried out an

blocks with edge pixels inside are judged into thgbtalned.

structural category. Then, color varlanfék_,_ IS First, test images of various cotton leaves are
calculated in the remaining blocks. Find thesaptured using a digital mobile phone. Then image
variance across the edge with canny edge detecigipcessing techniques are applied to acquire the
and color splitting methods. Variance in the graymages to extract useful features that are necgssar
level region in the neighborhood of a pixel is &pr further analysis. More than a few statistical
measure of the texture. Here we calculate the 'featutechniques are applied to classify the images
level fusion to combine the color and texture featu according to the specific problem at affected kit
sets after normalization in order to yield a jointyreq. Feature selection PSO has been used to enalyz
feature vector (JFV). Instead of using GA forhe pest matching of affected leaf feature results
selection of the best features in the feature vectq)Wing to optimal solution. In the classificationgse,
This work uses for PSO feature selection of the beEdge, color, texture feature variance corresponding
parameters for both global and local features tesul feature values are stored in the image domainoRusi
In this algorithm of featur&¥ as input to extract the method has been applied and one of the featuré leve
features. Next classify the diseases. Finally digpl fusion carryout the joint feature vector (JFV)
the performance of outcomes. Initially select thealculation, score level fusion techniques like sum

feature vectord\y, for training. The Proposed CIG- fule and the product rule of edge, color, texture
MRAN means Cross information gain of Minimal features variance are calculated in the affecet p
Resources Allocation based on classificatiof that block. Testing image feature for the leave
algorithm. The input file is read by the system. wére extracted and compared with the training part

define the decision functionV{) to extract the features, if pattern matching based on the affecte

feature vectors W and based on decision functioff9'°" of cotton leaf disease is correct.

only, we classify the training samples into -1 dr. + TABLE 1 The Actual Cl Of Six Types Of Di

If the objective or decision function ¥) is greater Classified CIG_MRAN Algorithm
than zero, we define the class label as +1 otlserwi
it is considered as class label of -1. Finally tht [Diseases Name Precision | Semsitivity | Specificity
performance evaluation based on six types ¢ | Bacterialblight 1.00 1.00 1.00
H H H Fusarium wilt 093 1.00 .99
diseases is obtained. Teaf blight 100 093 100
Root rot 1.00 1.00 1.00
4. RESULTSAND DISCUSSION Aicronutrient 0.1 100 008
. Verticillium wilt L.00 0.90 L.00
Cotton leaf disease dataset collected from soutie zo ;Drd:,' alcl:;::;\ 105%%

Tamil Nadu at Andhiyaur district from 2012 in June

month. On cotton the incidence on hybrids anggpie1:Shows the Actual Classes of six types of

Surabi varities from maximum incidence WaSyiseases used for CIG-MRAN classifier to classify
recorded upto one week. The disease images 2¢{) yiseases.

data set was collected from the field. Directly

congregate the farmers and get the suggestion from 1oy 2:The Performance Evaluation of Proposed
them. CIG_MRAN Algorithm

Cotton diseases dataset collection was done usi
camera mobile captured that infected cotton le¢
images. In this dataset used has an input imaui| 1-Bacterialblight
tested in advance version 2010a Matlab toc|. _

environment. In this investigation analysis sixegp |- Tuarius vl 00 | 200 | 10 [ 00 | 00 | 00
of diseases, such as the Bacterial Blight, FUB®riU [3 Tarbight
wilt, Leaf Blight, Root Rot, Micronutrient,

Actual Classes

200 00 00 [ 00 | 00 0.0

0o | 00 | 180 ) 00 | 0D 0.0

Verticillium wilt are analysed. This process hag| 4-Rootrot oo | oo | oo | 200! 00| o0
reduced the computational complexity and was les|— Y TTTT—

. .ps . = -Acronutrien - o
expensive. Identification process has been used f 00 | 00 | 00 | 00 | 200 20

proposed image processing with data mMiNiN(G ermcilliom mit
techniques which are combined and analyze

0o | 00 00 ) 00 | 00 ) 180

e
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Table 2: Described the performance Evaluation of  Gillani. “Automatic Cleansing and
proposed CIG-MRAN algorithm has been used to classification on Cotton leaves, bolls and

analyze the six types of diseases, finally out come

flowers using CMYK color splitting”.

the true positive of diseases, likewise the prenisi [9] Alexandre A. Bernardgedonathan G. Rogeri

sensitivity, specificity the overall accuracy is%98
5. CONCLUSION

In this work, the proposed CIG_MRAN classifier
uses EPSO with Skew divergence techniques
(statistical analysis). The experimental resultseha
been obtained by testing the proposed method with

the cotton leaf diseases dataset. The outcomid]

obtained shows higher accuracy and better
performance when our proposed EPSO algorithm is
combined with a proposed CIG_MRAN classifier.
The accuracy of the obtained system is 98%. This
research work classifies six types of diseasethén
cotton leaves correctly. The feature selectiorveso

Roberta B. OliveiraNorian
Marranghello Aledir S.
Pereira AlexF.Araujg JodoManuelR.S.
“Identification of Foliar Diseases in Cotton
Crop Image Processing and Computational
Vision,” Lecture Notes in Computational
Vision and Biomechanics . Volume 8, 2013,pp:
67-85.

Yan Cheng Zhang, Han Ping Mao, Bo Hu,
Ming Xili,“Features selection of Cotton disease
leaves image based on fuzzy feature selection
techniques,” |IEEE Proceedings of the 2007
International Conference on Wavelet Analysis
and Pattern Recognition, Beijing, China,
2007,pp:2-4 .

to work efficiently and hence the accuracy of thgll]Meunkaewjinda.A,P.Kumsawat,K.Attakitmongc

classifier improves significantly.
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