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ABSTRACT 
 

This paper is developed based on machine vision system and data mining techniques to identify the cotton 
leaf spot diseases. The leaves are most probably affected by the fungi, viral and bacterial diseases in the 
leaf spot areas which plays a vital role of crop situation. This paper clarifies six types of diseases in the 
cotton plant. The significance of this research work design is based on advanced computational techniques 
to reduce the complexity, cost and time. The proposed techniques correctly identify the diseases. In 
preprocessing, the image resolution value is resized to the 150* 150 pixels. The paper uses Enhanced 
Particle Swarm Optimization [EPSO] for feature selection  to identify the affected region of a leaf. The 
Proposed Skew divergence (statistical method) is based on calculating  the edge, color, texture variance 
features for analysis of the affected part of a cotton leaf. The Proposed Cross Information Gain of Minimal 
Resource Allocation (CIG-MRAN) Classifier has been used to classify the six types of diseases and 
increases the accuracy of the classification system.  
Keywords: CIG-MRAN Classifier, Skew divergence Edge, Color, Texture Variance Features, Cotton leaf, 

Feature Selection EPSO, Classification. 
 

1. INTRODUCTION  
 
Classification is the most vital role in real world 
problem with the target of finding the fundamental 
patterns of the data and making use of the found 
patterns [1]. It is obvious that we are often flooded by 
data but lack of the information and clear data cannot 
tell us anything without processing [2]. The essential 
idea of classification is to learn from the given 
dataset in which patterns with their classes are 
provided; with the output of the classifier is a model 
or hypothesis that provides the relationship between 
the attributes and the class [3]. Composite 
classification problems are likely to present large 
numbers of features, many of which will be 
redundant for the job of classification. Hence if the 
number of features is very large, the classifier will 
take more time to classify the data set. Classification 
requires careful consideration when it comes to 
dataset before giving the data to be classified [4]. It is 
better to consider only necessary features rather than 
adding many irrelevant features since it will make the 
classification process much harder. It is very 

adequate to use  methods of  competence for 
selecting the most appropriate and informative 
features needed to come out with accurate and 
consistent result for classification problems. 
   

Feature selection can be considered as one of the 
main preprocessing steps of machine learning [5]. 
Feature selection is different from feature extraction 
(or feature transformation), which creates new 
features by combining the original features [6]. The 
advantages of feature selection are manyfold. First, 
feature selection significantly saves the operating 
time of a learning procedure by eliminating irrelevant 
and redundant features. Second, without the 
intervention of irrelevant, redundant, and noisy 
features, learning algorithms can centrally point on 
most essential features of data and build simpler but 
This is of more precise data models. This work is 
based on use of particle swarm optimization(feature 
selection). This is because we have gained an optimal 
solution of the result, due to main best fitness 
function from matching the features of affected leaf 
features. 
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2. LITERATURE REVIEW 

The proposed work described the cotton leaf spot 
diseases using various techniques suggesting the 
various development  ways as illustrated in this part. 

Hui Li   et al.,  (2011) The proposed work based on 
the Web-Based Intelligent Diagnosis System for 
Cotton Diseases Control system  used the proposed 
method  in  a BP neural network as a decision-
making system [7]. 

Syed A. Health et al., The proposed work 
discussed the automated system that can identify the 
pest or disease affecting a cotton leaf, boll or flower 
by using image analysis. In this proposed method 
CMYK based image cleaning technique is used to 
remove shadows, hands and other impurities from 
images [8]. 

Bernardes A. A. et al., (2011). This method 
proposed for automatic classification of cotton 
diseases through feature extraction of leaf symptoms 
from digital images. Wavelet transform energy has 
been used for feature extraction while SVM has been 
used for classification [9]. 

Yan Cheng Zhang  et al., (2007) The proposed 
paper discussed the fuzzy feature selection approach - 
fuzzy curves and Fuzzy surfaces are to select features 
of  cotton  leaf  disease [10].  

 Meunkaewjinda. A, et al., (2008) The proposed 
work organized the cotton leaf disease segmentation 
process using a self organizing feature map with a 
genetic algorithm for optimization and support vector 
machines for classification [11]. 

Gulhane. V.A et al., (2011) This proposed work 
described in the features that could be extracted using 
the Self organizing feature map  with a back-
propagation neural network which is used to 
recognize the color of the images [12]. 

  Ajay. A, et al., (2012) This work addresses that 
disease analysis is possible for the cotton leaf  
disease. The analysis of the various diseases present 
on the cotton leaves can be effectively detected in the 
early stage before it will injure the whole crop. 
Initially we are able to detect three types of diseases 
of the cotton leaves by the methodology of Eigen 
feature regularization and extraction technique [13]. 

Qinghai He et al., (2013) This  work described the 
three different color models for extracting the injured 
image from cotton leaf images developed, addressing 
the RGB color model, HIS color model, and YCbCr 
color model [14] 

Rothe.P.R and R.V. Kshirsagar,  (2012). The 
work discussed the select bacterial leaf blight, 
myrothecium and grey mildew as study objects.  In 
this work, based on  image enhancement techniques 
include histogram equalization, decorelation 
stretching, linear contrast stretch, intensity 
adjustment and filtering [15]. 

 
3. MATERIALS AND METHOD 
   This proposed work is based on cotton leaf disease 
classification. Initially  the images are captured and 
preprocessed such as the resizing and removal of 
noise. Proposed Skew divergences statistical method 
is calculated by the edge, color, texture variance 
features. It has been used to  identify the affected part 
of the leaf. Then, the proposed EPSO feature 
selection technique has been used to match the best 
features  (appropriate features) owing the optimal 
solution of the affected part of the leaf. Feature 
extraction such as  affected  spot of leaf based on 
features such as shape, color, texture features are 
tested. Fusion method  is  applied and one of feature 
level fusion completes the joint feature vector (JFV) 
calculating, score level fusion techniques like sum 
rule and the product rule of edge, color, texture 
features variance calculating the affected part  in that 
block. Testing image feature for the leaves are 
extracted and compared with the training part 
features, if  pattern matching based on the affected 
region of cotton leaf disease is correct. Finally it 
recognizes the six types of diseases used by the 
proposed CIG-MRAN classifier. Then the 
performance evaluation of six types of diseases is 
obtained. 
 

 
 
Fig 1: The  Proposed Cotton disease detection System flow 

Diagram 
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A. .PSEUDOCODE  Proposed CIG_MRAN 

 

   

 
Fig 2: Proposed CIG_MRAN Algorithm System flow 

 
In general, neural network algorithms the error 

rate values are minimized with the help of the BPN 
and Feedforward neural network. But still the 
classification accuracy is less and the 
computationally expensive.  

In normal MRAN based algorithm the neural 
network values are applied selecting only for 
assigning the weight values randomly and  the hidden 
layer by combining the different input layers. It is not 
obvious to all hidden layer output which becomes 
less error value improving the accuracy of the 
classification result. To overcome the disadvantages 
of the BPN system  a EMRAN Neural network based 
on the error rate is proposed. Some percentage only 
decreases. In order to reduce the error rate, here  
include the cross information gain ratio between the 
number of input feature vectors and the hidden layer 
based on the IG values adjusting the weight values. 
Finally minimize the error rate. It differs from  
normal MRAN algorithm. Cross information gain 
ratio (CIG (S, A)) is calculated for the input layer to 
another hidden layer. In this work IG values by 
adjusting the weight values of the input and hidden 
layer, the information gain ratio is satisfied.Then the  
pruning criteria  else the prune hidden neurons. 
If it doesn’t satisfy then recalculate the CIG. 

 
 

 

 



Journal of Theoretical and Applied Information Technology 
 10th February 2014. Vol. 60 No.1 

© 2005 - 2014 JATIT & LLS. All rights reserved.  

 
ISSN: 1992-8645                                                       www.jatit.org                                                          E-ISSN: 1817-3195      

 
187 

 

Proposed Cig_Mran Algorithm  

Initially, simple edge detection is carried out and 
blocks with edge pixels inside are judged into the 
structural category. Then, color variance   is 
calculated in the remaining blocks. Find the 
variance across the edge with canny edge detector 
and color splitting methods. Variance in the gray 
level region in the neighborhood of a pixel is a 
measure of the texture. Here we calculate the feature 
level fusion to combine the color and texture feature 
sets after normalization in order to yield a joint 
feature vector (JFV). Instead of using GA for 
selection of the best features in the feature vector. 
This work uses for PSO feature selection of the best 
parameters for both global and local features results. 
In this algorithm of feature as input to extract the 
features. Next classify the diseases. Finally display 
the performance of outcomes. Initially select the 
feature vectors  for training. The Proposed CIG-
MRAN means Cross information gain of Minimal 
Resources Allocation based on classification 
algorithm. The input file is read by the system. We 
define the decision function ( ) to extract the 
feature vectors W and based on decision function 
only, we classify the training samples into -1 or +1. 
If the objective or decision function f ( ) is greater 
than zero,  we define the class label as +1 otherwise, 
it is considered as class label of -1. Finally the 
performance evaluation based on six types of 
diseases is obtained. 
 

4. RESULTS AND DISCUSSION 

Cotton leaf disease dataset collected from south zone 
Tamil Nadu at Andhiyaur district from 2012 in June 
month. On cotton the incidence on hybrids and 
Surabi varities from maximum incidence was 
recorded upto one week. The disease  images 270 
data set was collected from the field. Directly 
congregate the farmers and get the suggestion from 
them. 

Cotton diseases dataset collection was done using 
camera mobile captured that infected cotton leaf 
images. In this dataset used has an input image  
tested in advance version 2010a Matlab tool 
environment. In this investigation analysis six types 
of diseases, such as  the Bacterial Blight, Fusarium 
wilt, Leaf Blight, Root Rot, Micronutrient, 
Verticillium wilt are analysed. This process has  
reduced the computational complexity and was less 
expensive. Identification process has been used for 
proposed image processing with data mining 
techniques which are combined and analyzed 

classifying the diseases image of the output. Finally 
performance evaluation of six types of diseases is 
obtained. 
 
 First, test images of various cotton leaves are 
captured using a digital mobile phone. Then image 
processing techniques are applied to acquire the 
images to extract useful features that are necessary 
for further analysis. More than a few statistical 
techniques are applied to classify the images 
according to the specific problem at affected leaf spot 
area. Feature selection PSO has been used to analyze 
the best matching of affected leaf feature results 
owing to optimal solution. In the classification phase, 
Edge, color, texture feature variance corresponding 
feature values are stored in the image domain. Fusion 
method has been applied and one of the feature level 
fusion carryout the joint feature vector (JFV) 
calculation, score level fusion techniques like sum 
rule and the product rule of edge, color, texture 
features variance are calculated in  the affected part 
of  that block. Testing image feature for the leaves 
are extracted and compared with the training part 
features, if  pattern matching based on the affected 
region of cotton leaf disease is correct. 

 
TABLE 1:The Actual Classes Of Six Types Of Diseases 

Classified CIG_MRAN Algorithm 
 

 
 
Table1:Shows the Actual Classes of six types of 
diseases used for CIG-MRAN classifier to classify 
the diseases. 
 

Table 2:The Performance Evaluation of Proposed 
CIG_MRAN Algorithm 
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Table 2: Described the performance Evaluation of 
proposed CIG-MRAN algorithm has been used to 
analyze the six types of diseases, finally out comes 
the true positive of diseases, likewise the precision, 
sensitivity, specificity the overall accuracy is 98% . 
 
5. CONCLUSION 

In this work, the proposed CIG_MRAN classifier 
uses EPSO with Skew divergence techniques 
(statistical analysis). The experimental results have 
been obtained by testing the proposed method with 
the cotton leaf diseases dataset. The outcomes 
obtained shows higher accuracy and better 
performance when our proposed EPSO algorithm is 
combined with a proposed CIG_MRAN classifier. 
The accuracy of  the obtained system is 98%. This 
research work classifies  six types of diseases  in the 
cotton leaves  correctly. The feature selection proves 
to work efficiently and hence the accuracy of the 
classifier  improves significantly. 
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