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ABSTRACT 
 

DDoS means Distributed Denial of Service. DDoS is the attack to pollute the network. The attacker creates 
a large amount of packet to the particular system. DoS attacks synchronized by a group of attackers will 
lead to Distributed DoS. The packets are sending by using the compromised computers. Which are targeted 
systems does not response to all the packets because of the DDOS attacks. In this paper, it is proposed a 
novel statically method for DDoS attacks that is based on anomaly detection. Statistical techniques 
are used to classify packets followed by rule set model which helps in improving proposed system 
performance. 
Keywords: Distributed Denial of Service Attack (DDoS), Denial of Service Attack (DoS), Fast Fourier 

Transform (FFT), Discrete Wavelet Transform (DWT)  
 

1. INTRODUCTION 

The internet is polluting the network 
environment most reason is Distributed Denial-
of-Service (DDoS) attacks. The attackers 
generate a huge amount of requests to victims 
through compromised computers (zombies), with 
the aim of denying normal service. Initially 
network data stream traffic is analyzed with 
traffic signal generated from packet header traces 
recorded as input. Next required header fields are 
segregated from the input log files of the packet 
header to transform the data transformation for 
discrete wavelet based statistical analysis. The 
discrete wavelet transforms work on the 
concurrencies of the required fields of options 
such as stream identifier, loose and strict sour 
routing, time stamp, and type of versions to 
evaluate the normal and abnormal traffic streams 
with anomalies in various time zones of the 
recorded data input header files. With 
information analysis on the header packets data 
in the wavelet transformation is made to identify 
the attacker and anomalies derived with mean 

threshold relating to the training data sets and the 
test data sets. 

The proposed system model’s traffic source 
workable data are obtained from the routers 
deployed in the network domain considered for 
evaluation. A traffic monitoring at a source 
network enables a detector to detect attacks early 
and is able to control hijacking of admin domain 
machines. Outbound filtering has been advocated 
for limiting the possibility of address spoofing 
i.e., to make sure that source addresses 
correspond to the designated addresses for the 
campus. With such filtering in place, we can 
focus on destination addresses and port numbers 
of the outgoing traffic for analysis purposes.  

2. ANOMALY DETECTION RULE SET  

The anomaly detection mode is based on the 
functions of network traffic splitter, and 
statistical data transformation. The traffic splitter 
generates network traffic signal from packet 
header traces or data flow records. The statistical 
data transformation analysis is carried out with 
wavelet transforms of IP address and port 
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number correlation over several timescales. Then 
the detection of attacks and anomalies are 
checked using thresholds. The analyzed 
information will be compared with historical 
thresholds to see whether the traffic’s 
characteristics are out of regular norms. This 
comparison will lead to some form of a detection 
signal that could be used to alert the network 
administrator of the potential anomalies in the 
network traffic.  

The generated signal can be, in general, 
analyzed by employing techniques such as FFT 
and wavelet transforms. The analysis carried out 
on the signal may exploit the statistical 
properties of the signal such as correlation over 
several timescales and its distribution properties. 
Since wavelet analysis can reveal scaling 
properties of the temporal and frequency 
dynamics simultaneously unlike Fourier 
Transform, proposal compute a wavelet 
transform of the generated address correlation 
signal over several sampling points. Through 
signal can be detected in certain timescales that 
imply frequency components, and in certain 
positions of the timescales that mean temporal 
information, can induce the frequency and 
temporal components respectively. DWT 
consists of decomposition and reconstruction. 
The proposed model iterates a multilevel one-
dimensional wavelet analysis up to 8 levels in 
case of the postmortem analysis, so our final 
analysis coefficients. The filtered signal is down 
sampled by 2 at each level of the analysis 
procedure. The signal of each level has an effect 
that sampling interval extends 2 times. 
Consequently it means that the wavelet transform 
identifies the changes in the signal over several 
timescales. When use t minutes as sampling 
interval j, the time range at a level spans t*2j 
minutes. This time range can independently 
sample and restore frequency components. 

3. FORMULATION OF ANOMALY 
TRAFFIC DETECTION  

Detection of anomalies using the real attack 
traces are based on composite approach with 
network traffic measures on the sampled time 
band. The weighted correlation signal of IP 
addresses is used for wavelet transform with real 
attacks. The anomaly detection results of0020the 
wavelet-transform and reconstructed signal are 
supposed to be evaluated from the 
experimentation.  

Periodic traffic trend (with period T=24 hours) 
can be defined as follows: 

Interval  0 – t1 (night traffic) y(t) = A1 

Interval t1 – t2 (increase of morning traffic)  

y(t) = A1 + (A2 – A1) * ((t-t1) / (t2 – t2) 

Interval t2 – t3 (daily traffic) y(t) = A2 

Interval t3 – T (fall of night traffic) 

y(t) = A2 – (A2 – A1) * ((t-t3) / (T – t3)) 

Where A1, A2 are amplitude of the traffic 
pattern t1, t2, t3 and T represent values of time 
intervals and its values vary from user to user. In 
case of some users, in days of weekend the fall of 
average daily traffic is about 25%. In this sense, 
the value of A2 for a same user can not be 
considered as constant in all periods T. In order 
to determine the range of expected values of 
traffic in a certain time during the day, 24 
samples were taken from the curve of traffic 
from all segments of time: 0 – t1, t1 – t2, t2 – t3 
and t3 – T. The descriptive statistics is applied on 
them, with aim of calculating the lower and 
upper control limit.  

The arithmetic mean and standard deviation of 
samples are calculated, and on the basis of them, 
with confidence interval around 99% (i.e. 3ó), 
the maximum and minimum of expected value of 
traffic is determined. Each value that falls 
outside the specified interval, in statistical terms 
is a network anomaly and doubt on attack. 

4. IMPLEMENTATION 

The data collected from the internet service 
provider during various time stamps in the form 
of packet header streams stored in recorded file 
logs. The file logs were recorded during real time 
traffic arises on providing service of internet 
connection to the user demands of varying 
bandwidth. Initially the packet header 
comprising all fields are analyzed and extraction 
is made on the essential fields of IP header i.e., 
source and destination IP addresses, option field 
of stream identifier, loose and strict source 
routing, internet time stamp, time to live, 
protocol, version and type of services.  Option 
field in our work identify statistical variance in 
the following parameters to detect the anomaly 

 

� In switching between Loose Source   
Routing and Strict Source Routing 

� Maintenance of record route  
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� Abnormality arise in internet time stamp 

� Changes in Stream identifier 

Individual fields in the packet header are 
analyzed to observe anomalies in the traffic. 
Individual fields in the traffic header data take 
discrete values and show discontinuities in the 
sample space. For example, IP address space can 
span 232 possible addresses and addresses in a 
sample are likely to exhibit many discontinuities 
over this space making it harder to analyze the 
data over the address space. In order to overcome 
such discontinuities over a discrete space, we 
convert packet header data into a continuous 
signal through correlation of samples over 
successive samples. To investigate the sequence 
of a random process, we employ a simplified 
correlation of time series for computational 
efficiency without compromising performance. 

For each address in the traffic count the 
number of packets sent in the sampling instant. 

For computing address correlation signal, 
consider two adjacent sampling instants. The 
detection model define address correlation signal 
in sampling point. If an address spans the two 
sampling points i.e., n-1 and n, the user obtain a 
positive contribution. In order to minimize 
storage and processing complexity, employ a 
linked data structure. A location count is used to 
record the packet count for the address j in ith 
field of the IP address through scaling. This 
provides a concise description of the address 
instead of 232 locations that would be required to 
store the address occurrence uniquely.  

5.  RESULT  

To illustrate the performance of statistical 
traffic anomaly detection in wired network, 
single user is considered, and the sample data is 
applied on different time intervals as shown table 
1.  

 

Table 1: Statistical Evaluation On The Traffic Samples 

In our analyses we found that in neither case 
the calculated maximum value of traffic exceeds 
34.1 Mb/s. The fact justifies our method. The 
research also studies about establishing the size 
and variation recorded for different time periods. 
The observed values are the average and 
maximum traffic of several users, on daily, 
weekly and monthly basis. An evaluation of the 
above method shows that the changes in maxima 
and average values of traffic are relatively small  

the average value of difference in maximum 
traffic is 3.26% while in average value is 8.44%. 

It depicts the node delay measure of intrusion 
anomaly detection towards maintenance of 
record route. In our analysis, we found that the 
delay in proposed work was 2.46 or higher where 
the throughput value was 2.53 or higher.  

 

 

Table 2: Node Delay Measure Of Anomaly Detection Towards Maintenance Of Record Route 

Sample 09-24 Hours 
(Mb/s) 

24-03 Hours 
(Mb/s) 

03-07 Hours 
(Mb/s) 

07-09 Hours 
(Mb/s) 

Average  23.15 11.87 8.07 15.87 

Standard deviation 3.65 3.36 1.83 4.93 

Max (99%) 34.11 21.96 13.57 30.66 

Min (99%) 12.18 1.77 2.57 1.07 

Number of Nodes 25 27 29 31 

Delay (ms) (Proposed) 2.47 2.48 2.46 2.47 

Throughput (ms) (Existing) 2.53 2.54 2.54 2.55 
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The simulation result based on the node 
variation affecting the jitter is measured. The 
jitter value increases as the number of nodes 
increased in the anonymous traffic network. As 

for comparison made on existing method 
(without bandwidth threshold), the jitter is low in 
the proposed method. 

Number of Nodes Vs Jitter
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Fig . 1   Number Of Nodes Vs Jitter

 

6. CONCLUSION 

The existing work utilized discrete wavelet for 
destination IP address correlation data for 
anomaly detection, however in our work we 
applied the statistical discrete wavelet transform 
for the option fields of traffic stream identifier, 
internet time stamp, recording of data 
transmission route, and the flags of loose and 
strict source routing. Some attacks are 
immediately recognizable, perhaps taking the 
form of one or more packets operating over a 
short time period Ät – e.g. less than one second. 
Others are active for a much longer period (e.g. 
hours, days or even weeks) and may not even be 
identified as attacks until a vast collection of 
event records are considered in aggregate. 
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