
Journal of Theoretical and Applied Information Technology 

© 2005 - 2009 JATIT. All rights reserved.                                                                      
 

www.jatit.org 

 
64 

 

RANDOM QUAD TREE AS SPATIAL DATA MINING TOOL 
 

1 M. THIYAGARAJAN ,  2 N. RAJAGOPAL  
1 Professor, School of Computing, SASTRA University, Thanjavur, India. 

2 Senior Lecturer, Department of Mathematics, SASTRA University, Thanjavur, India. 
E-mail: m − thiyagarajan@yahoo.com, nrg1968sastra@yahoo.co.in 

 
ABSTRACT 

 
Among the different approaches to investigate in detail the extinction of population of rare species the Birth 
and Death process has given the simplest approach to settledown the solution.  Here, an attempt is made to 
obtain the extinction probabilities and to generate a different levels of population sizes.  A random quad-
tree method is footforth.  We give the basic concepts and results used in the subsequent sections. 
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1. INTRODUCTION 
  
Several attempts have been made to study a growth 
or Dekey of population are made through detailed 
study on Birth and Death process with birth and 
death rates of Poisson parameters.   E. Seneta [8]  
has given the probability generating technique to 
solve this problem.  A difficulty here is expression 
for probability generating function is a power of 
rational function of the exponential nature.  Here an 
alternative approach is  given using Spatial data 
mining data structure as random quad-tree for the 
calculation of the extinction probabilities. 
 
 
2.   BASIC CONCEPTS  AND RESULTS 

 
DEFINITION: 2.1    WAVELET SERIES 
 
For any function 2 ( )f L∈  we have the Wavelet 

series function ( ) jk jkf x C φ=∑∑ where 

,jk jkC f φ=< > called the Wavelet Co-efficients. 
/22 (2 ) ,j j

jk x k forj kφ φ= − ∈ .  ( )xφ is 
called the mother Wavelet.  
 
 
The two-scale relation satisfied by Daubechies’s 
wavelet is given by 
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In fact, if the values of (1),..., ( 1)Nφφ φ − are 
known, then since 

( ) 0 for all 0 or k k k Nφφ = ≤ ≥ , the relations 
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etc., 
 
Uniquely determine all the values of ( )xφ at 

, ,
2 j

kx j k= ∈ . 

 
2.2 DETERMINATION OF THE VALUES 

OF ( ) ,k kφ ∈  
 
       we again use the two-scale relation 

( ) ( ) 0
0

2 , , 0
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k N
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φ

φ

φ φ φφ φ
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= − ≠∑ ,                  

with x being an integer.  That is, in matrix notation, 
we have m Mm= , where m is the column vector 

: (1)... ( 1)
T

m Nφφ φ⎡ ⎤= −⎣ ⎦ and the matrix 

: ( 1)*( 1)M N Nφ φ= − −  ,  

2: ,1 , 1j kM p j k Nφ
φ−⎡ ⎤= ≤ ≤ −⎣ ⎦   (2)→  

 with j being the row index and k the column index.  
 Recalling that φ  generates a partition by unity, we 

can determine the values of ( ) ,k kφ ∈ , simply 

by finding the eigen vector m in m Mm=  
corresponding to the eigen value 1 and imposing 
the normalization condition 

( ) ( )1 ... 1 1Nφφ φ+ + − =      (3)→  

 
 
DEFINITION: 2.3.    QUAD TREE 
 
One of the original data structures proposed for 
spatial data is that of a quad-tree.  A quad tree 
represents a spatial object by a hierarchical 
decomposition of the space into quadrants(cells).  
This process is illustrated using the triangle.  Here 
the triangle is shown as three shaded squares.  The 
spatial area has been divided into two layers of 
quadrant divisions.  The number of layers needed 
depends on the precision desired.  Obviously, the 
more layers, the more overhead is required for the 
data structure.  Each level in the quad tree 
corresponds to one of the hierarchical layers.  Each 
of the four quadrants at that layer has a related 

pointer to a node at the next level if any of the 
lowest level quadrants are shaded.  We label the 
quadrants at each level in a counterclockwise 
direction starting at the upper right quadrant. 
 
3.   DATA STRUCTURE IN SPATIAL DATA 
MINING 
 
Because of the unique features of spatial data, there 
are many data structures that have been designed 
specifically to store or index spatial data.  We 
briefly examine some of the more popular data 
structures.  Many of these structures are based on 
extensions to conventional indexing approaches, 
such as B-trees or binary search trees.  Non spatial 
database queries using traditional indexing 
structures, such as B-tree, access the data using an 
exact match query.  However, spatial queries may 
use proximity measures based on relative locations 
of spatial objects.  To efficiently perform these 
spatial queries, it is advisable that objects close in 
space be clustered on disk.  To this end, the 
geographic space under consideration may be 
partitioned into cells based on proximity, and these 
cells would then be related to storage 
locations(blocks on disk).  The corresponding data 
structure would be constructed based on these cells.  
A common technique used to represent a spatial 
object is by the smallest rectangle that completely 
contains that object, minimum bounding 
rectangle(MBR). 
 
4 .   OUR RESULT 
 
The main aim of addressing the problem of 
computation of extinction probabilities is addressed 
as a problem on the spatial data mining.  A spatial 
type of data structure to represent spatial data is a 
quad tree.  Translating the area occupied by spatial 
in a major quadrant as a root and other quadrants 
are reached to the edges having the probabilities 
represented by the values of Daubechie’s wavelet 

3
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This tends to a finite limit for sufficiently large n.  
Thus a random quad tree represents the process of 
extinction of a particular spatial.  This spatial data 
has got non-spatial features lie average 
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environmental conditions congenial to a livelihood 
of a particular species.   
 
 
EXAMPLE:   Determine the values of 

3 ( ),D k kφ ∈ , where the two-scale relation of 

3
Dφ  is given by equation (1). 

 
SOLUTION:   By equation (1), we have 3Nφ =  
and the matrix M in equation (2) becomes 
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It is easy to see that the solution space of  
m Mm=  is  

1 3 1 3 ,
T

m a a⎡ ⎤= + − ∈⎣ ⎦ .  So, by the 

normalization condition (equation 3), we have 
1
2

a =  and  

( ) ( )3 3
1 3 1 31 , 2
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Having computed the values of ( ) ,k kφ ∈ , it is 

now very easy to compute , ,
2 j

k j kφ ⎛ ⎞ ∈⎜ ⎟
⎝ ⎠

. 

 
 5.    CONCLUSION 
 
This Random Quad tree method is better than the 
other approaches for the computation of extinction 
probabilities. 
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