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ABSTRACT
Dimensionality reduction is generally carried cutéduce the complexity of the computations inlénge
data set environment by removing redundant or dael@at attributes. For the Lung cancer disease
prediction, in the pre-diagnosis stage, symptonus résk factors are the main information carrierarde
number of symptoms and risk attributes poses nmajatlenge in the computation. Here in this study an
attempt is made to compare the performance of tthibwte selection models prior and after applyihg
classifier models. A total of 16 classifier model®e preferred based on relevancy of the models with
respect to the data types chosen, which are bassthtistical, rule based, logic based and arifineural
network approaches. Feature set selection andnguok attributes are done based on individual ngde
Based on the confusion matrix parameters the mautelliction outcomes are found out in the superyiso
training mode. The Confusion matrix of the modedfore and after dimensionality reduction is coregut
Models are compared based on weighted Reader ©@pé&Haaracteristics. Normalized weights are assigned
based for the result of individual models and pttee model is developed. Predictive models pertoroe
is studied with target under supervised classifrexdel and it is observed that it is tallying withet
expected outcome.

Keywords: Lung Cancer, Pre-Diagnosis, Data Mining, Artificial Neural Network, Classifier, Feature
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1. INTRODUCTION individuals is very unpredictable. More than 70
factors are reported as possible Lung cancer cgusin
Lung cancer is one of the leading cause afymptoms and risk factors.
sufferings and death in the modern world. The . -
increase in the incidence rate and mortality is According to. WebMD the official  US
mainly due to the delay in the diagnosis angqvernment website nearly one fourth of all people
inadequacy of timely treatment. Various parameteyg'th lung cancer have no symptoms when the

: iy . : cancer is diagnosed. These cancers are usually
are identified as cancer causing agents, carcirogel] | .. S .
identified incidentally when a chest x-ray is

which affect the patients with the varying degrees'erformed for another reason. The other three

In this study Lung cancer influencing factors? urths of people develop some svmptoms. The
(attributes) are chosen based on the domain experto peop P ymp .

knowledge. This study is tried, to aim at findig t symptoms are due to direct effects of the primary

. . .. tumor, or due to effects of metastatic tumors in
appropriate factors to be considered for predlctlné';her parts of the body: or to malignant disturleanc

Lung cancer during pre-diagnosis of the diseas X
The process of carcinogenicity presents a maj |T hormones, bloqd, or other systems [14]. While
ung cancer survival rates overall are generally

challenge to scientists and provides limited tdois . )
oor, lung cancer survival rates vary by patiertt an

its control. Indian health services are also n umor characteristics For lung cancer, stage had th
adequately equipped with facilities and expertae f ost broanosis. but other fac?ors sucr’1 as gradﬁ a
management of cancers. [4]. Some of thg'0st progn - 9 ' a9

Sex, and histologic type also played a role[15]- Ac

parameters that are taken for the study mCIUd%%rding to Doctor Barry Bloom, dean of the

smoking, alcohol cansumption, weight loss, a9%arvard School of Public Health, the cancer data

z&gﬁtgaf%ﬁtﬁé (;Tgéggf tCS;Z ggicrgfnt{]ef?g?erghow that 50% of cancers could be averted with a

with which each factor is contributing, to diffeten proper diet, no smoking and other personal choices.
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And it's not very expensive. We can reduce thexamples stored in the system can be reduced to
risks, and then hope that cures will eventually benly 2—-4% of the original database without a
found for the remaining cancers. Our emphasis wecrease in the diagnostic performance and
do the most is to prevent cancer—that's a ladlgorithms based random mutation hill climbing
cheaper and a lot less painful. Even if we are boprovides the best balance between the diagnostic
with defective genes, we may be able to avoigerformance and computational efficiency [1].
cancer by minimizing the environmental and lifeBreast cancer detection, Association Rules and
style conditions that can initiate and promote eanc Artificial Neural Network techniques have been
[16]. used by Murat Karabatak et al. They developed an
Some of the approaches that are attempted earl@artomatic diagnosis system for detecting breast
to design a pre diagnosis system for different typeancer based on association rules (AR) and neural

of malignancy detection are based on: network (NN)[2]
i. Logic based approach Artificial Neural network based supervised
ii. Rule based approach learning method are used earlier for pre-diction in
iii. Knowledge based Expert system approachhealth care[5] and Some modifications in the
iv.  Statistical approach standard Neural network model for parameter

V. Artificial neural network based approachestimation using compensatory neural network
[supervised learning, semi supervised learning &odel is suggested by M.Sinha et al[6]
machine learning] Ta-Cheng Chen used GA-based mining
vi.  Genetic Algorithm approach approach to discover the useful decision rules
Data mining approaches helps in the knowledgautomatically from the breast cancer database. By
discovery from the data. Data mining lies at theising their proposed GA based approach, the
interface of statistics, database technology, pattesignificant predictors with the corresponding
recognition, ma-chine learning, data visualizationgquality/inequality and threshold values are detide
and expert systems. Data sources can have recosiétaultaneously, so as to generate the decisiors rule
with missing values for one or more variables, anff]. Machine learning approaches have been used
outliers could obstruct some of the patterns. Aewidfor the early detection and screening of the gastri
range of methods are available to deal with missirend Oesophageal cancers [8]. For cancer therapy
values and outliers. Some of the processes of datansultation system, Curtis P.Laanglotz et al
mining includes pre-processing, classificationsuggested automated assistance based a computer
clustering, attribute selection, model developmergrogram called ONYX that combines decision-
etc. One of the useful measure is Confusion matritheoretic and artificial intelligence approaches to
A confusion matrix contains information aboutplanning [17].
actual and predicted classifications done by a Wilodzislaw Duch et al., suggested the
classification system. Performance of such systemseasures to be taken care of for extraction and use
is commonly evaluated using the data in the matrixof logical rules for data understanding. They have
also suggested the advantage of fuzzy logic in the
2. RELATED WORK soft evaluation of probabilities of different class
instead of binary yes or no crisp logic answers.
When too many factors are to be processeficcording to them fuzzification of the input values
the number of degrees of freedom, in-creases timeay give the same probabilities as the Monte Carlo
complexity of computation. procedure performed for input vectors distributed
Expert system approaches are attemptemfound measured values. Thus, simple
earlier for oncology protocol management studyinterpretation of crisp logical rules is preserved,
These models are basically designed with, eitheraccuracy is improved by using additional
simple rule based approach or logic basedarameters for estimation of measurement
approaches. But with too many dimensions andncertainties, and gradient procedures, instead of
degrees of freedom, and also the complexitgostly global minimization may be used [1].
involved in representing them into a numerical or
logical scale poses multiple challenges. 3. METHODOLOGY

When huge amount of data has to bé-1Scheme of experimental setup o
handled and maintained in the databases for Based on the domain experts’ advice 74
processing, Mazurowski et al. suggested Rarameters are chosen and data is collected frem th

methodology wherein, the total number ofconfirmed lung and other type of cancer patients. A
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total of 41 instances have been taken for the field
study and the data is classified into three class
outputs. [Lung cancer, other cancer, No cancer].

The data

is pre-processed, transformed and

normalized.
Brief details of the classifiers used in the study:

a.

Bayes net classifier: is a directed acyclic
graph (DAG) with a conditional
probability distribution

Complement Naive Bayes classifier: CNB
is related to the one-versus-all-but-one
technique that is frequently used in multi-
label classification, where each example
may have more than one label.
Discriminative Multinomial Naive Bayes
Text: It is a combined generative and
discriminative classifier.
Naive Bayes classifier:

training data presented to the meta-
classifier (after the class attribute got re-
moved, of course) and then the mapping
between classes and clusters is deter-
mined. This mapping is then used for
predicting class labels of unseen instances.
Classification via regression: Class for
doing classification using regression
method

Conjunctive Rule based: A rule consists of
antecedents "AND"ed together and the
consequent (class value) for the
classification/regression.

Decision table: Class for building and
using a simple decision table majority
classifier

Brief details of the attribute selectors used ir th
is a simplestudy:

Correlation Feature selection Subset

probabilistic classifier based on applyingEvaluation

Bayes’ theorem with strong (naive)Correlation feature Selection (CFS) evaluates
independence assumptions subset of features. Merit (M) of the features stibse
Naive Bayes Multinomial: Similar to (A) consisting features (e) can be expressed as
Naive Bayes classifier with the additional M —e*R./[e+e(e-1)*R] 2)
incorporation of frequency information Ry refers average value of feature
Naive Bayes Multinomial Updateable: classification correlation

Naive Bayes updateable Ry average value of feature-feature correlation
Logistic: Class for building and using aSome of the performance parameters used in the
multinomial logistic regression model with study are:

a ridge estimator. Sensitivity: TP rate: True positive rate = True
Multi-Layer Perceptron: a feed-forward positives/(True positives +False Negatives)

neural network with one or more layersspecificity = True Negatives/(True Negatives +
bgtween input and output Iaygr, trained=5|se Positives)

with back-propagation algorithm. A pp rate: False positive rate = 1 — specificity 4s€a
CIass_nﬁeT that uses back propagation t(?-’ositives/(False Positives + True Negatives)
classify instances Precision: (also called positive predictive valige)

Radial BaS|§ Function network: is a real'the fraction of retrieved instances that are raieva
valued function whose value depends onl

on the distance from the origin. A Neural ecall (also known as sensitivity): is the fractmn

network model, the neurons in the hiddeiflevalnt ms.tzlatn_cetshthf;_l]t are re_trleved bet I
layer contain Gaussian transfer functions M€asure: it1s the harmonic mean between reca

whose outputs are inversely proportionafnd Precision o

to the distance from the center of thdROC area: Reader Operator Characteristics
neuron.

Simple Logistic: classifier for building 3.2 Algorithm

linear logistic regression models. The  Step 1: Parameter formulation

optimal number of Logic Boost iterations Attributes for the symptoms [S] and risk
is performed and cross-validated, which  factors [R] are carefully chosen based on
leads to automatic attribute selection. domain experts’ advice and a set [P] is formed.
Sequential Minimal Optimization (SMO): P={x|]xeRUS5] (3)
SMO breaks down a large QPJ[linearly Step 2:

constrained optimization problem with a Data collection:

quadratic objective function is called a  Confirmed malignant [Lung, Associated
quadratic program . _ organs {Esophagus, Mouth, Head & Neck etc.,]
Classification via clustering: A uSer patients data and confirmed benign cases [though
defined cluster algorithm built with the gome patients have been asked to undergo clinical
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tests based on the likelihood of having cancer] ak EXPERIMENT
collected from Hospital. Total of 41 patients data

are collected.

The collected data is pre-processed based on the
following criteria. The experiment is conducted on

Table 1: Data Collection Details the collected data of 41 instances with 74
Sl. Cancer type Number o parameters. The data is pre-processed using the
No. patients following pre-processing algorithm.

1 Lung 13 Pre-processing algorithm (PPA):
2 Other 22 If the attributes sample data is binary [True /SEal
3 Benign [No-cancer] 06 then it is represented in numeric form as [1,0].

Patient's data is represented as set D
{d1,d2..dn} where d= {pi1, p2--- Pim}

Step 3:

Data is pre-processed by following steps

i.  Filling missing value.

ii.

threshold function
iii.

Converting numerical continuous variable
into discrete variables using multi-level

Converting fuzzy input to crisp input by

Else if the data is discrete multi valued thensit i
prormalized to the scale of 0-1.

Else if the data is continuous value data using
Center of Gravity (COG) method converted in to
normalized crisp values.

Else if the data is a missing value based on
Sexpectation-maximization suitable value has been
replaced.

Pre-processed data is then processed using
weka[Waikato  Environment for Knowledge
Analysis] tools[9] [10],[11], [12]. This tool is

. d_e-fu_zzier . . machine learning software tool developed in Java at
iv. Fllterlng using Multi filter approach University of Waikato, New Zealand.

v. Normalizing the data The classification output is obtained under cross
Step 4: validation approach of 10 folds. The confusion

Pre-processed data is put into set of classifierfaatrix obtained is processed for each chosen

For each classifier model Confusion matrix [True|assifiers and the

positive, True Negative and ROC area] is obtaine
Step 5:

All attribute data and the each classifier output

result is tabulated in the

dfollowing tables 2 and 3.

Table 2: Classifiers Performance With All Attributes

is guided into the following Attribute selection

criteria for feature selection process. | False e
Correlation Feature selection Subsgtiassifiers | Scnsit| Positi | Precisi | \oqg | ROC
. ivity ve on area
Evaluation rate ure
Confusion matrix is obtained similar to theBayes ot 0634 | 0339] 0542| 0584 061
step 4 and b_ased_ on _the performance optwnebmplemem
attribute selection criteria is selected. Naive Bayes| 0.756 | 0.181| 0.655| 0.699  0.788
Step 6: classifier
Model development: DMNB 0.805 | 0.175| 0.829| 0.77 0.89Y
Based on the result find out the differen :exllalvgf_Bayes 0683 | 0278] o708] o579 0700
between ROC area of after and bef «f\la_?S' |§r
Dimensionality reduction. If the difference isM?J'l\t/iﬁon?é(Ts 0.732 | 0.185| 0.648| 0.686 0.732
negative then don’t consider the classifier modeNaive Bayes
For all positive difference model compute theMultinomial | 0.756 | 0.181) 0.655| 0.699  0.868
weighted ROC area as the confidence paramet rugfva;eé";'ees
Sum all the confidence parameter and normalize EEdateab)(e 0683 | 0278) 0.708| 0.679  0.709
to We|ghfc factor_w. This factore Is representlr_lg_ Logistic 0732 | 0125 o0791| o075 0.908
the relative weight of the particular classifier -

i o doMultiLayer | 6 295 | 9101 0818 0754  0.908
model. Ri is the outcome of each classifiefSperceptron : : : : :
prediction. Model outcome is given by Radial Basis

0=, wiR, (3)| Function 0.659 | 0.337 0.657| 0.62 0.671
network
Simple 0.707 | 0.192| 0.715| 0711 0.89%
Logistic
Sequential | 0756 | 0.145| 0.793| 0.764  0.81}
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Minimal regressio
Optimization n
(SMO) Conjunct
Classification | ive Rule
via clustering | >-692 | 0306|0586 063% 068 ) 0 0531 0418 0487 0493 0575
Classification Decision
via 0.634 | 0.250| 0.631| 0.626 0.787| Table 0.634 0.329 061 0.616  0.6p2
regression
Sﬁ{g“b”;tg’; 0537 | 0.435| 0455 0489  0.590 After feature selection process number of
Decision 0707 | 0208 0645] 0656  0.68h attributes are reduced to 10, and in general, wiost
Table ' ' ' ' ' the models there is an improvement in the
performance after applying feature selection [Table
Table 3: Classifiers Performance After Feature Selection  [4].
Process Based on the above results classification
Classifier | Sensiti | -, .| Precisi l\FA'eas ROC model is created using the normalized generated
s vity on ure area values. Using this model testing is done again on
Bayes the instances.
net 0.659 0.311 0659 0.647  0.687
E]cér:tple 5 RESULTSAND DISCUSSION
Naive
Bayes The result of the observation is tabulated in Table
classifier 0.780 0.174 0672 0719  0.8p5 -
1-Comparison by CFS. The result shows that
Bg’,:.\':'eB 0.805 0158/ 0699 0.74L 0947 thoygh the Discriminative Multinomial Naive
Ba Bayes (DMNB) method and other methods like
yes o : : .
classifier | 0.902 0065 0900 0905 ognsNaive Bayes Multinomial(NBM), Naive Bayes
Naive Multinomial Up-dateable (NBMU), Sequential
aaB(t‘?S Minimal Optimization(SMO) results are better
ultino .
mial 0.829 0181 0712 0765 0929 than _the _Multl-l__aye_r Percep_tron(MLP)_ before
Naive applying Dimensionality reduction technique, the
Bayes MLP, NBU, NB & RBF classifier methods gives
Multino much improved performance after DM. Rule based
mial and Decision tree methods does not show much
Updateab L.
le 0.829 0.181] 0.712 0.765 0.921 variation in TP before and after DM.
E‘:;\éz Table 4. Comparison Of Performances By CFS
TP
updateab TP After
le 0.902 0065 0909 0905  0918| Classifier Name | P€f'€ | pypy | !mprovem
DM by CFS ent %
Logistic 0.805 0072  0.85] 0813 0.882 CFS
Multi- Conjunctive Rule
Layer based (CR) 53.66 53.66 0.00
Perceptro Decision Tree (DT) 63.41 63.42 0.02
n 0.902 0.024] 0929 0.905  0.965| Bayes Net (BN) 63.41 65.85 3.85
Radial Classification via
Basis Clustering (CVC) 65.85 68.3 3.72
Function Classification via
network | 0902 004§ 00912 00904  0.956| Regression (CvR) | 6341 | 7805 23.09
Simple Compliment Naive
Logistc | 0.854| 0071 0870 0853  0.957| Bayes (BNB) /5.61 | 7805 323
Sequenti Logistic(L) 73.17 80.49 10.00
al Discriminative
Minimal Multinomial Naive 80.49 80.49 0.00
Optimiza Bayes (DMNB)
tion(SM Naive Bayes
0) 0829 0116 0.823 0828  0.880| Multinomial(NBM) 7317 | 8293 13.34
Cl_assifjc Naive Bayes
ation via Multinomial 75.61 82.93 9.68
clusterin Updateable (NBMU)
Classific ] Optimization(smo) | ">®1 | 8293 9.68
ation via 0.780 0.138 0.788  0.719 0.889| Simple Logistic(SL) 70.73 85.37 20.70
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Radial Basis ) .
Function network 65.85 90.24 37.04 Normalized weight chart
(RBF) 0.080
Naive Bayes (NB) 68.29 90.24 32.14 R
Naive Bayes | 000 | onoa | o944 | ... oo mnuannbBbiRE
Undateable (NBU) 68.29 90.24 32.14 0060 RN g g g g 1 g
Multi-Layer 0.050 |

The following Figure-1 depicts the True ™ B R R R ERE RO NI RERRRNE

Positive performance of different classifier model: *** BEEERERRERR BERERR
before and after applying dimensionality reduction. *** PN . g

N

- --Mode! predicted vs Actual outcome .. _ ¥ Normalized weight

35

Figure 3 Normalized weight graph

6. CONCLUSIONS

05 Based on the above study it is observed that
during the pre- diagnosis stage for the predictibn

739 4 Lung cancer, data mining of multi-pronged
classifier approach is performing better than any
individual classifier approaches. In handling
sensitive issues of determining and to draw the
conclusion of presence or absence of the diseiase, i
is better to augment the finding using multi

= (Calculated === Actual

True Positive rate

1.000 directional approach. By combining the effort of
o different classifiers sensitivity, weighted enseenbl
0700 model is developed. This model performance is
o closely matches with the actual outcome. This
n.400 study also bring out the artificial neural network
. based models performance is superior to the simple
0100 statistical or rule based models.
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