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ABSTRACT

The modeling of moving objects can attract the taftsesearch interests. The moving objects hava bee
developed as a specific research area of Geograploanation Systems (GIS). The Vehicle movement
location prediction based on their spatial and ®mpmining is an important task in many applicaso
Several types of technique have been used for meirfig the vehicle movement prediction process.ulchs

a works, there is a lack of analysis in predictthg vehicles location in current as well as in fatu
Accordingly we present an algorithm previously fimding optimal path in moving vehicle using Genoeti
Algorithm (GA). In the previous technique therens complete assurance that a genetic algorithmfivwill

an optimum path. This method also still now needgrovement for optimal path selection due to fitnes
function restricted to prediction of complex pafie. avoid this problem, in this paper a new moviegicle
location prediction algorithm is proposed. The megd algorithm mainly comprises two techniques
namely, Particle Swarm optimization Algorithm (PS@nd Feed Forward Back Propagation Neural
Network (FFBNN). In this proposed technique, thhigkes frequent paths are collected by watchinghal|
vehicles movement in a specific time period. Amdhg frequent paths, the vehicles optimal paths are
calculated by the PSO algorithm. The selected aitpaths for each vehicle are used to train theNARB
The well trained FFBNN is then utilized to find tlvehicle movement from the current location. By
combining the PSO and FFBNN, the vehicles locattopredicted more efficiently. The implementation
result shows the strength of the proposed algorithmpredicting the vehicle’s future location froret
current location. The performance of the new atpariis evaluated by comparing the result with the G
and FFBNN. The comparison result demonstrateptbposed technique acquires more accurate vehicle
location prediction ratio than the GA with FFBNNegiction ratio, in terms of accuracy.

Keywords: Moving Vehicle Location Prediction, Particle Swafptimization Algorithm Feed Forward
Back Propagation Neural Network, Frequent Pathsn&ie Algorithm, Optimal path.

mining in many areas such as transportation,
1. INTRODUCTION ecology, epidemiology, traffic and fleet
o ) management, environmental robotics, computer
Data mining and knowledge discovery becamgigajization, biology and mobile computing etc. In
more popular in the research field. Data mining i§patial databases can store the data in different
defined as discovery of interesting, implicitie|ations such as cities, rivers, roads which reed
knowledge, and previously unknown data fronye gpatially together in order to find original and
large dataset. Spatial data mining is one of thgseq| patterns in data mining [6]. In spatial mi
requirements of data mining process spatial datg,qying objects have been collected in vast amounts
Spatial data mining is the process of extraction Qfye tg the growth of mobile devices, which capture
implicit  information, ~economical, social and e |ocation of objects over time [8]. While ressar
scientific problems, spatial relations, or othep,, moving objects is involved in a variety of

patterns not explicitly stored in spatial databasegiterent application areas, models and methods for
[5]. There is an increasing interest in spatialadat,y,ovement prediction are often adapted to the
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specific type of moving objects [7]. The modeling2. RELATED WORKS
of moving objects can attract the lots of research

interests. The moving objects have been developed . .
i . "In the literature works deals about the moving
as a specific research area of Geographi

Information Systems (GIS). Several types of modelt('getgﬁﬁfzugsr moving  vehicles location prediction

and algorithms have been proposed to hold the lvana Nizetic et al. [12] have discussed a

continuously changing positions of moving objects, o . -
. X ; conceptual model for predicting moving object’s
There are mainly two different perspectives whern . .
. i 4 ; : future locations can be very useful in many
dealing with moving objects databases .First one IS " .” . . .
) . application areas and data model of moving objects

the location management perspective and th o ; o L
. . . considering various object’'s characteristics. The
second one is the spatio-temporal data perspective. . . . . .
: ; , : tation of the vehicle equipped with a GPS device

A moving object can be defined as an object tha . :

: ) " . can be received almost continually. The proposed
changes its geographical position. Such object

integrates spatial and temporal characteristics [9 ppro?ch has a great issue to predict moving
. . bject’s next position.
In sensor and mobile computing technology,

. . Jorge Huere Pena et al. [13] has proposed
enormous amounts of data about moving objects are |, . . /
) . : : echnique to store data about moving objects. For
being collected for tracking of mobile objects

o . ‘the analysis of movement data an overview of the
whether it is a small cell phone or a giant ocean . . - .
) . . . . existing data mining techniques and some future
liner is accessible with embedded GPS devices and.” .

Uidelines are also presented. The proposed

other sensors. Such enormous amount of data dn . .
. X arpproach also summarized the main developments
moving objects poses great challenges one fo

analysis of such data and exploration of itd systems or prototypes like Hermes, SECONDO,

applications [10]. Trajectory data are ubiquitons ii/IOVe Mine and Swarm.
PP : J y q Jidong Chen et al. [15] first proposed model for

the real world. Currently growth in RFID, video, . : .
) ) . the road network and moving objects in a graph of
satellite, sensor, and wireless technologies hakema

) ; s . cellular automata, which makes full use of the
it possible to scientifically track object movermgent : :

: constraints of the network and the stochastic
and collect huge amounts of trajectory data, e'g‘c')(’ﬁahavior of the traffic. The combined model to

animal movement data, vessel positioning data, and_ . . . . :
: i ) redict the future trajectories of moving objects.

hurricane tracking data[11]. In Swarm Intelligenc ; :

. . Gyozo Gidofalvi et al. [16] have developed a
based algorithms are attracting more researchers. . . .

. - novel approach for continuously streaming moving
These algorithms more robustness and flexibility fo_". : . . L

. —object trajectories for traffic prediction and
those problems under dynamic atmosphere. Particle
management. The proposed methods, data

swarm optimization (PSO) is one of the Io()pul‘rj‘rstructures, and a prototype implementation in a

swarm intelligence based methods [22]. In thi?)SMS for managing, mining, and predicting the
paper, we propose a moving Vvehicle location ' ’

prediction algorithm which is to predict themcrementally evolving trajectories of moving

vehicle’s future location from the current location objects in road networks. The approach can be

Bv combinina the proposed algorithm with articlemeasured on a large real-world data set of moving
y 9 brop 9 P bject trajectories, starting from a fleet of taarsd

swarm optlmlzanon (PSO) and Feed Forward Bac%requent routes can be efficiently discovered and
propagation Neural Network (FFBNN), the used for orediction
vehicle’s location is predicted effectively. The®S P i

! . . . : Thi Hong Nhan Vu et al. [19] have talked about
based algorithm is to adaptively identify the ogtim novel technique to discover frequent spatio-

path in a dynamic environment. The optimal path§ mporal patterns from a moving object database.

are then used to train the FFBNN. The well traine - .

FFBNN are used to predict the vehicle’'s future he folClency of the approach was achieved by wo
. : algorithms: (1) AIIMOP and (2) MaxMOP, the

location from the current location.

The remaining of this paper is structured a(Sallgorlthm was to find all frequent patterns and

. ) . maximal patterns, respectively. In addition that to

follows. Section two briefly reviews the related . . g o .
. . : ) : support the service provider in sending information
work in prediction of moving object. Section three . .
: ) T . 1qQ a user in a push-driven manner, the proposed

discusses the proposed algorithm, which is detail ; ; s

o . . technique has a rule-based location prediction.
in its subsection. Experimental results are shawn i

; ) - . Since it predict the future location of the useneT
section four; The Section five concludes the paper. . . .
proposed algorithm has to predict the location of a

moving object based on movement rules. Many
applications track the trend of mobile objects,
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utilizing technologies such as Global Positioningllustrate that the GBM  algorithm outperforme th
System (GPS), Global System for MobileApriori-based and Prefix-Span-based algorithms by
Communications (GSM) etc.,. more than one order of magnitude. Whereas the
Ajaya Kumar Akasapu et al. [17] have propose@sBM algorithm can mine frequent trajectory
a model for analyzing the trajectories of movingoatterns efficiently, there are still some issuebe
vehicles and develop the algorithm for mining theddressed in future research.
frequency patterns of Trajectory data .The Yanfang Deng [4] proposed PSO algorithm with
trajectory data are normally obtained from locationpriority based encoding scheme based on a fluid
aware devices that capture the position of an objeneural network (FNN) to search shortest path in
at a specific time interval. traffic network. This algorithm overcomes the
Ying-yuan Xiaolet al. [20] introduced a locationweight coefficient symmetry restriction of FNN.
prediction model of moving objects with uncertain In many applications, the moving vehicles
movement patterns based on gréheory. The location prediction plays an important task. Adbt
presented location prediction model is applied tonethods were developed to find the vehicle
predict the future location of uncertain movinglocation. In our previous work we proposed
objects. The proposed model Comparing with linedneuristic moving vehicle location prediction
prediction model, these location prediction modelalgorithm. Prediction of the vehicle’'s future
not only relaxes the limitation to motion patterih olocation by finding a vehicle optimal path is
moving objects and the requirement for accuracy afetermined by one of the optimization techniques
sampling data, but also improve accuracy clearly. called genetic algorithm (GA). The selected optimal
Rohayanti Hassan et al. [18] has proposed patiaths for each vehicle are used to train the FFBNN.
optimization algorithm to determine the efficientThe trained FFBNN is then used to determine the
optimal route tours in Virtual Environment. Thesevehicle’s future location from the current location
optimal route tours mainly based on three criterig23] [24].
1. Shortest distance, 2. Crowd avoidance and Zhere is no complete assurance that a genetic
Small scale search area. Prim’s algorithm is agpliealgorithm will find an optimum path. This method
in order to generate the optimal path. Thealso still now needs improvement for optimal path
experimental result shows that algorithm capable teelection due to the fitness function restricted to
minimize travel cost although maximize the visitingprediction of complex path.
place in virtual environments. The above mentioned in the literary works are
Anthony J.T. Lee et al. [21] has drawn a graphresolvable, after that the moving vehicle’s locatio
based mining (GBM) algorithm for mining the prediction performance is improved with higher
frequent trajectory patterns in a spatial-temporalccuracy.
database. The algorithm consists of two phases. The
first phase, transform all trajectories in the date ,
into a mapping graph. And second phase, a TI-Iigi' MOVING VEHICLE'S LOCATION
: : PREDICTION
for each vertex to record all trajectories thatspas
through the vertex using the information recorded i
Tl-lists created, the proposed algorithm using The proposed Moving Vehicle’'s Location
depth-first search manner to  mine all frequenprediction technique consists of four phases,
frequent path selection, optimal path prediction

Step Description using PSO, optimal path training in FFBNN, and
1 Vehicle visiting paths in different time vehicle’s future location prediction by FFBNN.

) Periods are collected. This proposed method predicts the vehicle’s

Frequent paths for each vehicle are location by finding the vehicles frequent paths and

2. computed allocating weights to each of the nodes (junctions)

After that, the frequent paths are giver Each path’'s frequent values and node’s weight

3. | to the PSO optimization process to values are utilized to find the vehicle’s optimal

choose optimal paths for each vehicld paths via the optimization algorithm for PSO. The

4. | The Optimal path is trained by FFBNN. optimal paths from the PSO are then utilized in the
' FFBNN training and testing process. The steps of

Finally vehicle’'s future location is proposed technique is as followed,

predicted.

trajectory patterns. The experimental results

5.
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3.1 Frequent path selection using a graph frequency value, the vehicle, frequently visited

pathsp is computed and an index value is allocated
In this method, to construct an undirectedor each computed frequent path. The number of
graph G and Locations are considered as nodes (§@quent paths for the vehicleis denoted as
junctions. Edges connecting the nodes denote ag,%= (p,, p,, Py and the corresponding index value
path p. The number of vehicles in the designefbr the frequent path is represented as

graph is represented 8s (v, V, Vs... ), Where € | Y. = (i, i,.....i) wherex is a value for number of

is value for number of vehicles and the paths amequent paths selection in the vehigle

represented ag= (p;, P, Ps.----R)- The weight wn

is assigned to the nodes with random values [1, w].

The vehicle visited path is collected in variousdi 3.2 Particle Swarm Optimization (PSO)

period T= (t;, t....t).The undirected graph is

shown in Figure. 1 PSO is a stochastic optimization technique

inspired by social behavior of bird flocking orHis

schooling. It was developed by Jim Kennedy (social

psychologist), Bureau of Labor Statistics and Russ

Eberhart (electrical engineer), Purdue University.

concept for optimizing nonlinear functions using

particle swarm methodology [1]. PSO has been

used by many applications of several problems.

Such as image retrieval, human movement bio
3 4 mechanism optimization, cancer classification, gene

Figure 1: Construction of Graph clustering, object tracking etc., PSO is a poparati

based search approach that determines the optimal

Node n= (nodel, node2, node3, node4, node5) solution utilizing a set of flying particle with

Ch

Vehicles V= (V, Vo, Vs, Va, V) velocities that are dynamically adjusted according
Number of available Paths P=7 to performance as well as neighbors in the search
space [2].

The vehiclev; initially traverse at the node 1 in a Each single solution is a bird called as a particle
time periodt; and it's next to visit the node 2 by in the search space. The entire particles havestn
using the path 1->2 and then it visit the nodes@® a values which are evaluated using fitness function
node 4 via the paths 2->3 and 3->4 respectivaty. |and have velocities which direct the flying of the
same the time period the other vehicles traversing particles. In all iteration, every particle is upeth
paths are also to be calculated. The same prixes®y two best values. First, pbest which is the best
repeated for all vehicles in different time periosis  solution achieved so far by that particle. Second,

Table 1 list out the collected paths from the abov@best which is the best value obtained so far lyy an
mentioned graph in three time periods. particle in the population. PSO can accelerate each

particle toward its previous best position, and
Table 1: Frequent Path in Three Time Periods ~ global best position locations, with a random
Vs weighted acceleration at each time [3].

Vehicles(v) Vi V2 V3 V4
Visited pathsin a | 12554 | 342950 | 258455 | 10324 [530:3+1 | 3.3 Optimal Path Prediction Using PSO
time period t1 5

Vistedpathsing | 2534 | 3545121 | 1932435 | 19305 | 43033 In Particle swarm optimization to establish the
time period 2 optimal path for all vehicles from the number of
Viited pathsina | 1505354 | 4535051 | 25455 [ 2935458 | 4330 frequent paths fp. The selected optimal path for
time period t3 each vehicle is utilized to identify the vehicléute

location. The PSO method initialized with

_ i i population of N individuals and particle i are
In Table 1, the vehicles are using dlff_erent pa_thﬁenerated randomly that is representedas (xi,

to reach at the same target node in different timg .y and each particle position is denoted

periods. Likewise in different time periods, the,g indexi,. The best previous position of particle i

vehicles v, visited paths are collected and therepresented aBi = (pu, Po.... Ry, The particle

frequency value of path visited more than once bVeIocity is represented 6= (Vi, Vi..... Vi) -Now
the particular vehicle, is calculated. Based on the [Vinae Vimax ] IS the range of velocity anBXmax
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Xmax ] IS the range of position. Particle updates theiparticle i in the n dimensionsy, is the current
velocity and positions based on two best valuegosition of i'" particle is the inertia weight in the
First one is the Personal best, which is the locati range of [0-1], c¢; and c, are the accelerate
of its highest fitness value. Second is the Globalarameters and currently set to 2.0 respectively,
best which is the location of overall best valueandr, is the random number betwefn 1], p,, and
(fitness) and it can be obtained by any particle.  pg, are the corresponding personal best and global

best. In equ (4) can update the location of new
3.3.1 Fitness Function particle.

. . The inertia weightv is to control the force of the

At this stage, the ra_ndomly ger_lerated par_tlcle article by considering the contribution of the
are e_vall_Jated l.)y the fiiness fu_nct|on. _The Fitne evious velocity. It's basically controlling how
function is applied to ea_ch particle to find thestbe uch memory of the previous flight direction will
value. The corresponding path’'s frequency an

. ) ) : fluence the new velocity. A similar change is
node’s weight values of particles index values arg 2 de from the PSO. If w > 1. then the velocity wil
utilized in the fitness function calculation. The '

fit function i reduce the time, the particle will increase speed t
Ithess Tunction 1S maximum velocity and the swarm will be divergent.

ve 1 X _ If w < 1, then the velocity of particle will decrea
E = - Zof I'x ) until it reaches zero.
X=
W T -
; W =W pax - %x iter (5)
X max
foo=v(p )+ (w " w) )

Where, wmax and wmin is the initial and final
) weight, itermax is the maximum iteration number,
generated in the vehicle, and f Iy is the iter is the recent iteration number. In equatiojp (5
diversification attributes is gradually decreased a

individual fitness value of the indéx. In equation a certain velocity and moves the current position

(2), v (p) is the frequency value of the frequentdose to pbest and gbest can be calculated [14].

path pPr, which is presented in the indei;g(and 3.3.2 PSO algorithm

Where,F YCis the fitness function of thé' particle

W, & W, are the weight value of the nodes, and

th h ted betw th " q Step 1: Initialize position and velocity of all
€ paihpy s presented beween hese two no _e?.‘jarticles (vehicle) randomly generated in the N
The individual particle best fitness value

iSH; ;
) : - “Dimensional space.

calcu_late_d by equation (2) an_d set of partlcleefsm Step 2: For each particle (vehicle) evaluates the

function is also calculated using equation (1).;he

i : .~ fitness function and update the global optimum
the fitness value is calculated for all the pagscl P 9 P

. . position.
and overall best value (fitness) is also calculdbed Step 3: Compare particles fitness value with the

the particles that have_the high(_ast fitness vatee ‘pbest. If current value is better than pbest thestR
sele_c_ted. In_all |terz_;\t|on, part|_cle updates _the| best value equal to the current value and pbest
205|t|0nsthandb VtEIOC'tly acco:_d||ng to equatl?.nlsrocation equal to current location in N-dimensional
m(t)n_g € bes dva uel par |(5”e1,_ S(;)m? p:_ar Ic tep 4: Compare fithess evaluation with particles
_codn amsl same Irtl e>(<j_f\f/_a ules: h 'Sf ;Jhp ication Ghyerall pbest. If current value is better than gbes
Index values creates ditficu ty In the further pzes. .then reset gbest to current particles array indek a
So, the repeated index values are taken at one ti Ue
and the remaining repeated values are eliminated. Step 5: Update particle velocity and position using
equation (3), (4) respectively.

Vin = W*Vin+C1* I'1* (Pbn - Xin) + C2* 2* Step 6: Repeat 2 to 5 until step criterion is met;
(Qn - an) (3) maximum number of iterations is computed.
— 3.4 To Train the Optimal Path Using FFBNN
Xn= Xin * Vin (4) P J

_ _ For above process, we have number of optimal
Where, Vi, is the current speed (velocity) of path index values for each vehicle and these optima
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paths are used to obtain the vehicle future lonatio

by FFBNN. To achieve the location prediction |p Equation (6), "lix and N2ix are the input
process, the optimal path index values are selected )

by the vehicle’s best (fitness) value and giveths node values of the indgx . The output of the
FFBNN. The Feed Forward Back Propagatiomidden node is the nonlinear transformation of the
Neural Network (FFBNN) is hired to perform theresulting sum. The same process is followed in the
training and testing process. On training stageh eaoutput layer. The following equation (7) denotes th
index value of vehicle’s best particle value ané thactivation function of the output layer. The output
corresponding path’s nodes are given as inputeo tivalues from the output layer are compared with
FFBNN. For example, select one index valug target values and the learning error rate for the
neural network is computed, which is given in

from the best parﬂcl@ ¥; vehiclev.. Now, we have equation (8).

taken the FFBNN input ai';xindex corresponding 1

path node valuesnlandn2. In FFBNN, there a = =Y Veix (7)
is Hd number of hidden layers and one output 1+e P

layer, which is an individual fithess value of the 1 Ha-l

index 1, asf ix. The FFBNN is well trained by y = Z D - f

this optimal path and provided an accurate fitness H d h=0 (8)

value for the input node values. The proposed
vehicle future location prediction FFBNN structurein equation (8),) is the learning error rate of the
is shown in Figure. 2.

FFBNN, D fI1X is the desired output, anqui]x is

the actual output. The error between the nodes is
transmitted back to the hidden layer and this
process is called the backward pass of the back
propagation algorithm. The reduction of error by

#= back propagation algorithm is described in the
subsequent steps.
Step 1: At first, the weights are allocated to the
hidden layer. The input layer can hold a constant
weight, whereas the weights for output layer are
selected at random. After that the bias functiod an
output layer activation function are calculated by
using the equation. (6) and (7).

Figure 2: Construction of Optimal Paths Training In Step 2. Next, the back propagation ?rror IS

FEBNN computed for each node and then weights are
updated by using the equation (9).

nlj

— J
Input layer Hidden layer Output layer

In Figure 2 contains two input units, one output
unit, and N ¢ hidden units. At first, the input data X X "'x ©)
are transmitted to the hidden layer and then, ¢o th W
output layer. This progression is called the fodvarWhere, the Weigh% ixh is changed, which is
pass of the back propagation algorithm. Every nodgven as,

h=Wi phtAW; q

in the hidden layer gets input from the input layer (¢)

and then multiplexed with appropriate weights and AWiXh = 9.Yiy, h -E (10)
summed. The hidden layer input value calculation

function is said to be bias function. Where, ¢ is the learning rate that usally ranges

from 0.2 to 0.5, anE® is the Back propagation

sz error. The bias function, activation function, and
Vi T A 2 Wpnlih P WEN2h)  back propagation error calculation process are
6) continued till the back propagation error gets
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reduced i.eE® < 0.1. If the back propagation predicted. Five vehicles frequent moving paths are

error reaches a minimum value, then the FFBNN j§0Mposed at a certain time period, which is listed
well trained by the path node values for performind€ below table 2.

the vehicle location prediction. The well trained

FFBNN provide a proper fitness value for the Table 2: Sample Frequent Paths of Five Vehicles

respective input path values. Vehicles | A B c D E
3.5 Vehicle Future Location Prediction in 1-3 | 18 | 510| 610 59
FFBNN Frequent

3-5 2-10 7-9 7-9 3-5
Paths

2-9 4-8 6-9 10-5 2-8

The well trained FFBNN is used to predict the
vehicle’'s future location. Let us assume that the

vehicle v, initial starting noden, is given by the =~ The Table 2 shows the vehicles moving paths

; ; with different starting nodes. These paths are not
user. After, all the possible path@via nodes the most frequent path of the vehicles. Therefaze w

visited by the vehicle; is given to the well trained 156 15 find most frequent paths for each vehicle.
FFBNN and we got the fitness values for all thgsy qing these frequent paths, the optimal frequent
input pathsp . Among the paths, the vehicle VCpaig are computed and given to the FFBNN. The
visiting next path is predicted by their fitnessuea sample moving paths of vehicle A is illustrated in
output from the FFBNN, which are given as,

Fvc:max{ fpl,fpz,fpz} (11)

In Equation (11),fp is the fitness value of the following Figure 3.

the path P, and F,, have the path value, which has

the higher fitness value than the others. Supp@se w
get the pathp, having a highest fitness value than

the other paths, and then this highest fithessevalu 2
path is considered as a next visiting path of a

vehicle v_ from the current noda;. In this way, the

vehicle’s future location is predicted from the - ] s
current position. The well trained FFBNN reduces
the time complexity as well as giving the optimal
future vehicles’ paths, because the training pmces
in FFBNN is carried out by the Particle swarm
algorithm. The similar procedure is used for al
vehicles to predict the future location efficiently

Figure 3: Sample Moving Paths of Vehicle A (10-4)

Now, to find all the vehicle’s optimal frequent
aths and these optimal paths of each vehicle are
hen trained in FFBNN. This well trained FFBNN is
utilized in the testing process. The proposed
technique is tested with five numbers of vehicles
4 EXPERIMENTAL RESULT and the predicted results are given in the foll@win
Table 3.

In our implementation we use MATLAB version
7.12. The proposed technique accurately finds the
moving vehicle’s location by finding their frequent
paths. Here, all the vehicles frequent moving paths
are collected and then optimal frequent paths of
each vehicle are computed by Particle swarm
optimization technique and each vehicle frequent
path is trained in the FFBNN and afterward in
performance testing, the vehicles moving locatfon i
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Table 3: Optimal Frequent Paths discovered for Each | Accuracy| 60 85 40 95 60
Vehicle by PSO and FFBNN

Vehicles Optimal Frequent Paths
A ool 20l 2 4 5 b3 2 The comparison result of both methods
] > performance measures are given in the Figure 4.
B 1 9|7 5 2 3 7 49 3
c 1 8/ 1 5 3 § 2 h9 8 2
100
D 3 2|5 4 5 4 8 B6 4 5
5 80
<
E 10 1| 3 9| 4 § 7 b5 4¢P € 6 - B FFBNIN ANDPSO
v
_ o _ 2 B FEBNN AND GA
The proposed technique’s prediction accuracy is 20 A
shown in the below Table 4. The vehicle prediction -

accuracy is calculated by utilizing the formula,

c 12) VEHICLES
F
Ac = No Figure 4: Prediction Accuracy for Proposed and
P Existing Methods Using Graph.
Ac - Accuracy )
C,- Correctly predicted paths As can be seen from Tables 4, 6 and Figure 4, the
N, - Total number of optimal frequent paths proposed technique has offered 95% mean accuracy

but the previous work technique has given only

Table 4: Different Vehicles Performance Accuracy 88% accuracy. Here all five vehicles prediction

Results by PSO and FFBNN accuracy results are higher than the previouslyg use
Vehicles | A B c D E method and the prediction accuracy of vehicle B is
same for both methods. The graphical
representation of the accuracy performance results
shows that moving vehicle location prediction
Also in previous technique, the optimal frequentechnique more accurately determines the future
paths are computed by using Genetic Algorithninoving location than previous work method.
(GA). These frequent paths are given to the FFBNN
for performing the training process and the traine@- CONCLUSION
FFBNN is tested with moving vehicles. The five In this paper. it is proposed that moving vehicle
vehicles predicted paths by FFBNN is given in th? i P pd' ’t' pl p'th il tgt d i
below Table 5. Moreover, the prediction accurac%OCa lon prediction algorithm was iustrated in

of FFBNN for five vehicles is given in Table 6. etail with its gxec'utlon ISSUES. In the .p'f"posed
method, the vehicle’s future location predictionswa

Table 5: Optimal Frequent Paths discovered for Eachdone using PSO and FFBNN. Th_e optimal frequent
Vehicle by GA and FFBNN paths were computed for all vehicles through PSO

Vehicles Optimal Frequent Paths and the selected optimal frequent paths were
utilized in the FFBNN training and testing process.

Accuracy 80 85 75 100 90

[N}
6]
=
o

A 3 21 4 6| 1 2 3 All these processes have improved the performance

7 1 6 42 8| Ofthe proposed moving vehicle location prediction
algorithm. The experimental results have indicated

w
=
©
o
=
o

7 14 10 B84 6| thatthe proposed algorithm more accurately found

| O
)
©
o
=

21 8 5| 9 3 1 64 10| the vehicle’s future location with higher accuracy
than the existing location prediction technique.

m
~
»
D
=
o

5 3 8 5 2 4 Thus proposed algorithm has offered better

performance in predicting the vehicle’s future

Table 6: Different Vehicles Performance Accuracy l0cation with higher accuracy.
Results by FFBNN and GA
Vehicles A B C D E
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