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ABSTRACT

Image degradation occurs while acquisition becafsso many reasons for example low illumination,
noise, occlusion etc. Geometric distortion andametric degradations are also one of the widesprea
difficulties in computer vision. This paper preseatsystem to classify multi class images deforchedto
geometrical transform, blur contamination or thenbmation of both. Different blur and affined inignt
moment descriptors in spatial domain are used ¢klgathis problem, which are invariant to centrally
symmetric blurs. In this paper, performance of gineposed system is analyzed in contrast to wavelet
feature based system. The performance of the sy&edemonstrated through various experiments.
Experimental results exhibits that method is efiecand computationally inexpensive and can beiegpl

to images having several geometrical and blur di=dian in the same image.

Keywords: Blur invariant moment; Neural Network; Gaussian Blur; Affine Transform; Multiclass
Classification

1. INTRODUCTION independently which are very useful in recognition
of object images which are deformed geometrically.
Pattern recognition is one of the important an€oncept of affine normalization was given by
active research topics in the field of image arialys Rothe et al [5]. They have used two different affin
It is important due to extensive presence in largdecompositions XSR and XYS. XSR consists of
number of computer vision applications. Despitédwo skews, anisotropic scaling and rotation and
the ability to recognition of pattern by humanXYS consists of two skews and anisotropic scaling.
being, still it is crucial to automate the patternZernike moments were introduced by Shutler &
recognition methods which can be applied tdNixon [6] to describe not only shape of an object
images geometrically distorted or radiometridout also its movement in an image. Khalid M. [7]
degraded or in presence of both. A lot of researgbresented a method for approximate and fast
efforts have been made to develop such robusbmputation of geometric moments, where the
methods of pattern recognition which are affectlessumerical error is absolutely removed. Complex
to different kinds of geometric and radiometricmoments could be computed exactly as a
transformations. Geometric as well as gray levetombination of exact geometric moments. As a
degradations are introduced during imageesult, affine moment invariants are computed
acquisition process by such factors as imagingccurately.
geometry, illumination changes, wrong focus, lensFlusser and Suk [8] proposed a system of blur
aberration, random sensor errors, object occlusianvariants which was based on geometrical
etc. moments of the image. These moment invariants as
A large number of methods have been proposewkll as their corresponding invariants in frequency
Wood, J [1] to deal with image affected bydomain are well accepted image descriptors and
geometrical transformations like translation, sugli have been used in several applications, such as in
and rotation. Affine moment invariants features arimage matching and registration in remote sensing
proposed by Reiss [2] and Flusser and Suk [3, 4§] and [9], in medical imaging by Y. Bentoutou et
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al. [10] and Y. Bentoutou and N. Taleb [11], indac proces$n), which affects the acquired imagé)
recognition on out-of-focus photographs J. Flusseand is not part of the scene (initial sigis). Then
et al [12], in normalizing blurred images intothe degradation process of an image can be
canonical forms by Y. Zhang et al [13] and Y.
Zhang [14], in blurred digit and in image forgeries
detection B. Mahdian and S. Saic [15]. Degradation
Suk and Flusser [16] derived combined blur and fey) == fun%tionH :>®:> 9ty
affine  moment invariants and shown a ﬂ
demonstration in digit recognition. Classification
accuracy is compared by two features Affine
Moment Invariant (AMI) and Combined Affine and Figure1: Image Degradation M odel
Blur Invarlgnt.(CBAI). Authors have |mpIemeqted modeled by the following convolution process as
the classification of out of focus blur and affinedyaqcribed in [17, 18].
degraded images wusing minimum distance
classifier. Minimum distance classifier show poor(x,y) = s(x,¥)®h(x,y) + n(x,y) 1)
classifica.tion accuracy in comparisoq _ of_ back hare i(x,y) is the affected images(x,y) is
propagation neural network _whlle classification Oforiginal signal,h(x, y) is the point spread function
large class of real world object class. The currenf 4 caused the degradation andx,y) is the

work presents a further application of CBAIl,ygitive noise (i.e. signal independent) in spatial
moments in classification of large class of objecfymain. Where® represents two dimensional

class.. o ) convolution. The process of applying of the
In this paper a neural based classification sysﬁembm”mg function to an image is represented by

proposed  for classifications of ~ multiclass.,iution i.e. some area of the source image
classification of geometrically degraded as well ag;volves into one pixel of the blurred image.
blurred object images. This work compares theyonoiution operations defined in spatial domain is

performance of the combined blur and aﬁc”'"?:ounterpart of the multiplication in frequency
invariant moment features with wavelet feat“redomain so image degradation model is

The organization of this paper is as follows: In
section 2 image degradation models blurring alw,v) = S(w, v)H(w,v) + N(w,v) (2)

well ‘as affine transformation are reviewed. INyqtion blur occurs in an image because of relative
section Il we establish the relationship between, iion between image capturing device and the
moment invariants, affine moment invariants and.one et the image to be acquired has a relative

combined blur and affine moment invariantsyotion to the capturing device by a regular velocit
Section IV presents the working methodology OEvrelative) and makes an angte radians with the

classification system. The experimental results for-ontal axis for the duration of the exp@sur
evaluating the performance of the proposed systefaryal [0, texposure], the distortion is one

are given in section V. The performance of thgjimensional. Expressing motion length as
features combined blur and affine |nvar|anturelatwe X texposure + » the point spread function

moments is compared with the wavelet baS?EDSF) in spatial domain can be modeled by Renting

featur.es for. affine transfor_med, blurred an iu [19] and Papageorgiou C. P. & T. Poggio[20].
combined affine and blurred images. At the last

n(x,y)

some concluding remarks are presented. hCey) =T if yx2+y? < g and gz —tana
2. IMAGE DEGRADATION 0 otherwise
The problem of image detection and classification 3)

depends entirely on the quality of image. Thel'he defocus blur also known as out of focus blur

quality of the image is degraded by various faCtor%lppears due to a system of circular aperturenlt ca

The block diagram of general degradation model |ge modeled as a uniform disk as by Arivazhagan S

h in fi 1.
shown In figure et al [21] and Arivazhagan S et al [22]

2.1 Blurring Model
o J . . o (x,y) = —  if Jx¥+y? <R 4)
Noise is unwanted information which d|m|n|shesh Y= 0 otherwise
image quality. Noise may be described as . i .

Where R is the radius of the disk.
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Sometimes image contains co-existence of bothherep =0,1,2.......and ¢ = 0,1,2 ... .... are

blurs. In that case the blur model becomes: integers. The corresponding central moment of
order(p + q) is defined as

h(x,y) = a(x,y)®b(x,y) ®) @ +a)

for motions and defocus blur respectively @&ds (13)

convolution operator. The degradation process = _ h
model equation (1) and equation (2) can g)rp = 012 'arﬁiq =012...., where

expressed as equations (6) and (7) respectivelyx —m—m and y = —
00

Where a(x,y), b(x,y) are point spread functions Mo1N=
Z Z (=P = D))

Moo
i(x,y) = s(x,y)®a(x,y)®b(x,y) + n(x,y) The normalized central momentg, are defined as
(6) _ Cpq “
I(u,v) = S(u, v)A(u, v)B(u,v) + N(u,v) “pa = cl (14)
(") where y= p+q +1 forp+q =23, ...

2.2 Affine Transfor ms ) )
3.1 Affine Moment Invariants

Transformations which preserves the collinearityy set of seven affine invariant moments were

after transformation are affine i.e. all pointsnlyi  derived by [2]-[4] from second and third moments
on a line initially still lie on a line after
transformation and ratios of distances (e.g., thi = 20 T oz (15)

midpoint of a line segment remains the mldpomg2 (CZO gOCZ))‘TE;C tss)? 8%
after transformation) presented by Eric Weisstéin €3 — o2 217703
) P y = (C30 + c12)% + (€21 + €03)? (18)

al.[22]. An affine transformation is a combmatlon _ _3 T
of rotations, translations, scaling, and shears, s~ (a0 612)(630 ‘12) 2
[(c30 + c12)® = 3(ca1 + c03)*] + (3ca1 + Co3)

represented by following equations (Ca1 + os)[(Ca0 + €12)2 — (21 + Co3)2]  (19)
u=a,x+a;y+a (8)
v =>byx+ by + b, (9) He = (c20 — co2)[(c30 + c12)? = (Ca1 + €03)°]

+ 4cy1(c30 + €12) (€21 + Co3) (20)

Where translation is affected by , by , whilea, = (3¢,; —co5)(cs0 + €12)
andb, affects the scaling and combination of these  [(c,, + ¢1,)? — 3(cp1 + €03)?] + (Bc1z — €30)
two causes rotations and shears. (c21 + co3)[3(c30 + €12)? — (€21 + c03)?]  (21)

Complex affine transforms can be constructed by 2 Blur Invariants

sequence of basic affine transforms. Transforms stated by the Flusser and Suk [4] the blur
combinations are defined in terms of matrixnavriants based on geometric moments can be
operations. The affine transformations areepresented as

expressed in terms of matrix as follows If (» + q) is even then  C(p,q) = 0

u a b c]rx If (p + q) is odd then

-l s it a0 L

an equivalent expression using matrix notation is €. @) = cpg = %;mzo <n> <m> Cp =g =m)-Cam
q="Tp (11) (22)
Where g, T and p are defined above. Here C(p, q) is invariant to convolution with any
3. MOMENT INVARIANTS centrosymmetric functioh(x, y).

o 3.3 Combined Blur and Affine Invariants
The 2-D moment of orde(p + q) of a digital

imagef (x,y) of sizeM x N is defined as [17] are COmbined blur affine invariants are moment
I invariants whose values do not change if image is

convolved with blur function and transformed by
Z Z xPyf(x,y) affine transform.

*=0 y=0 (12) As stated by T. Suk [16] odd order moments can be

used as blur and affine invariant moments. We used
following four moments as features for
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classification of blurred and affined transformedoy affine transformation and blur. Which is
images. followed by extraction of moments based features
discussed in section 3 and given as input to neural

* Third order only classifier for supervised learning and to prediet t

— (2 2 3 3
I; = (€50Ch3 — 6C€30C21C12C03 + 4C30CT, + 4C31Co3 —

3ckicly) /el (3 O
« Fifth order only 4.1 Data Set
I, = (c2yc2s — 10¢s50Ca1C14C05 + 4C50C32C23C0s To have a performance analysis the data base is
+16¢50C35C%, — 12C50C33C14 + 16C21C3C05 + taken from Columbia Object Image Library (COIL-
9ci1cty — 12¢41¢35C05 — 76C41C32C23C14 + 484 100) S. Nene [24]. Columbia Object Image Library
¢33 + 48c3;c14 — 32¢5,¢33) /<50 (24) (COIL-100) is a database of color images of 100

, i objects. The objects were placed on a motorized
* Third and fifth turntable against a black background. Around 1250
Iy = (€30C12C0s — C30C03C14 ~ C30€31C05 ~ 2€30C21C12C14 images of fourteen categories are used for training
+4ZC30021CO3C323+2C30C2%2C23_4C302C12603C32+ and testing the performance of proposed neural
Cg‘gcogzc‘*cl +_SC22C1C1: _C6C621C1_2(’;23C_ZCC216(E’C3§C"3' . network based classification system. Sample
g1iznsz 7L RITIZE03TAL T R21R05T50 1241 images of fourteen categories are shown in fig 2

+cf5¢03¢50) /€50 25§
Iy = (2¢30€12€41C05 — 8C30€12€32C14 + 6003C12C%3 ™
—C30€03C50C05 + 3€30€03C41C14 — 2C30C03C32C23 - - =~

—2¢51C41Co5 + 8C31C32C14 — 6C51C53 + C21C12Cs0 - H E
Cos — 3€21C12C41C1a + 2€21C12C32C23 + 2€21C03Cs50 Classl Class 2 Class 3 Classd Class$
Cra — 8C21C03Ca1Ca3 + 6C21Co3C3, — 2025C50C14 +
8741623 — 6¢15¢32)/Cah (26)

I5 = (€30C41€23C05 — 0300410124 - C30C§2C05 + 2¢30C32
C23C14 — C30C33 — C21C50C23C05 + C21C50CT4 + Co1
€41C32C05 — €21€41C23C14 — C21C§2C14 + C21C32C%3
+€12C50C32C05 = C12C50C23C14 = C12C41 Cos +
C12€41C32C14 + C12Ca1C33 + Co3C31Cra — 2C03C41C32
Ca3 + C03€32) /o0 f27

Class 11 Class12 Class13 (asld

S th ord | Figure 2: Sample I mage Of 14 Categories
evenz ;)r er only From COIL-100 Database

Ig = (c50Ch7 — 14C70C61€16C07 + 18C79C52C25€C07 + 42P . -
24C7OC520126 — 10¢70€43€34€07 — 60C79C43C25C16 -~ FTeprocessing of mages
+40c50C2,C16 + 24C2,Co5Co7 + 25¢2, 26 —
60ce1 C52C34C07 — 234C61C52C25C16 + 40061623
Co7 + 50C61C43C34C16 + 360C61C43C225 - 240661
€2,C25 + 360¢2,¢54C16 + 81c2,¢2 — 240c5,¢2,

Since the goal of this work is to compute the
performance of combined affine blur invariants.
Database [24] discussed in above paragraph

C16 — 990C5Ca3C34Cas + 600C55¢3, + 600c2, contains the distortion free images. So these isiage
c3a)/ca0 (28) are degraded using image degradation model
discussed in section 2 i.e. affined transformed and

4. METHODOLOGY blurred. So before feature extraction some
preprocessing is required to degrade the images as

The key building blocks of the classification syste
employed in this paper are discussed in section 2
3. In this section how these blocks arel.The size of the images is minimized to 128x128
implemented, is presented. The major steps in order to ease the computation.

involved in pattern recognition system are2.The colored minimized RGB (red-green-blue)
preprocessing of training and testing images, images are converted to gray level images.
feature extraction and classification as performed.Now the gray images are degraded through affine
by J.Flusser and T.Suk [8], J. Flusser, T. Suk, andtransformation.

S. Saic [12], Renting Liu et al[19] and 4.Affined transformed images are introduced with
Papageorgiou C. P. and T. Poggio [20]. Our model Gaussian blur with different sizes mask.

of classification of multi class images is presdnteA” these steps are applied to all the fourteesla

in fig 3. The procedure involves first two steps as

preprocessing of images i.e. degradation of image!g'ageS to produce a large database of size 1250

As discussed in section 2, the images are deform&fages. After these preprocessing steps changes in
original images takes place are shown in fig 4.

fézllows
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Figure 3:Methodology of the System

4.3 Feature Vector Extraction
wavelet based feature extraction methods with

This paper presents the notion of representation 8ffine transform effect, blur effect and combined

Images using a set of moment |_nvar|ant funCtlonéffect of affine and blur, which is accomplished by
Combined Affine Blur Invariant moments . ' . ’
: . . . feature extraction of affined transformed images in
discussed in section 3 are extracted from imag ! X
e first case, then feature extraction of onlyrtad

degraded through various geometrical . : .
. . s Images and at last feature extraction of imagel wit
transformations or by blurring or combination of . .
combined deformation.

two.

4.3 Neural Network Based Classification

A successful pattern recognition methodology
presented by [25]-[29] depends greatly on the
particular choice of the classifier. An artificial
neural network is system which can be seen as an
information-processing paradigm. Artificial Neural
Network (ANN) has been designed as
generalizations of mathematical models identical to
human cognition system. They are composed of
interconnected processing units called neurons that
work as a collective unit. It can be used to
establish complex relationships among inputs and
Figure 4: Image processing steps applied on onglsam Outputs by identifying patterns in data. The feed
image (a) Original RGB image of size 256X256 (b)  forward neural network refers to the neural
RGB image resized to 128X128. (c) Gray image (d) network which contains a set of source nodes
Affine transform applied on image (e) Blur introdioa  \hich forms the input layer, one or more than one

in image (d) with 9X9 mask and sigma=0.7 _ . hidden layers, and single output layer. In cae
Six features are extracted from each of the thaini toaq  forward neural network input  signals

and testing images and kept in a vector. Totall ropagate in one direction only; from input to
1232 images of fourteen class and feature vecto&%Itput There is no feedback path i.e. the output
representing these images with six combined affing,q aver does not influence same layer. One of the
blur invariant moments form a matrix. In thisbest known and widely acceptable learning
research we evaluate the proposed system in MUl ithms in training of multilayer feed forward
class object classification tasks, comparing it to neural networks is Back-Propagation. The back
propagation is a type of supervised learning

e ——
785




Journal of Theoretical and Applied Information Technology
31% January 2014. Vol. 59 No.3 B

© 2005 - 2014 JATIT & LLS. All rights reserved-

" A mmmm—
F7aYTTI]

ISSN: 1992-8645 www.jatit.org E-ISSI¥17-3195

algorithm, which means that it receives sample qfarameters such as number of epochs, no of hidden
the inputs and associated outputs to trdia tlayers is established. Then it is trained withrtirag
network, and then the error (difference betwe feature matrix. Five images of each class are taken
real and expected results) is calculated. @& for training the classifier while 25 images aredise
of the back propagation algorithm is tofor testing the performance. Performance of this
minimize this error, until the neural networkexperiment is compared with the wavelet feature
learns the training data. This can be implement based classification [27] as shown in table 1.

by:

Performance comparison of wavelet based method with Combine Affine Blur Invariant Moment

AW]'L' (n + 1) = P(Vk](bp]) + (SAW]L (n) (29) ~Gj;}—\(l:Va'vebIszt Zs;gt:—re P‘;‘rfor‘malnce ' 'p . ' >‘
= ombine: affine Blur Invariant moment Performance
Wherep is the learning rate, is momentumy, el I E—o—0— p—s
is the error and n is the number of iteration. IV
s 8t

5. RESULTSAND DISCUSSION 2l . ¥ A ¢
The performance of the proposed multiclass © A o g v \
classification system is evaluated using COIL-100 */~ / * L
database created in [24]. We have taken fourteer “| ° ° B

o

classes of images. Then two different types of i 2 3 « s & 7 8 9 10 1 12 1B u
. . Image Class

degradation (affine transform and blur) are

fabricated with d|fferent_ parameters. This process Figure 5: Performance Of Proposed Method For First

generates above 1700 images. The performance of Experiment

the combined affine blur invariant moment feature o
is compared with the wavelet features. In thi€ig 5 shows the classification rate of each of the

section the performance of proposed system fass in propos_ed system; where for the class 4 and
evaluated on three different problems. So, threk0 Systém gives 84.38 per and 72.80 per
different experiments are set up for investigation. "€SPectively which is slightly lesser than the aller
the first experiment performance of the propose@ccuracy of the system, for the remaining classes
system is compared with wavelet feature of thihe Cla55|f|cat|qn rate is at_)out 100 per. The dl/era_l
images deformed due to affine transformatior@ccuracy for this problt_em is calculated as shown in
Second experiment analyzes the performance of tigP€ 4 is 85.7 per, while the wavelet based system
system of multiclass images deformed due to plyPerform poorly as cIaSS|f|ca_t|on rate presented in
Combined effect of affine transform and blur int@Ple 1 and overall accuracy is 45.7 per.

images is compared in last experiment. The
experimental result of each of the experiment ig-2 Blur Effect

discussed in successive headings. In this experiment blurred images are taken for
5.1 Affine Transfor m Effect training and testing the performance of the system
roposed. Gaussian blur with different filter size
In the first experiment, the effect of geometricagnd standard deviation is introduced in fourteen
transform in multiclass image classification isclass of COIL-100 [24] database. Generation of
observed under two different methods. To eva|uall§|urring image involves the selection of image from
the performance of the proposed method on theach category, setting up the value of standard
images distorted by affine transform, a synthetideviation sigma as 0.25 with different filter size
database is developed from original images. One I8X3, 4X4, 5X5, 6X6, 7X7, 8X8, 9x9 and 10x10
one image are taken from each class then affiimages are degraded, which produce 8 distorted
transform i.e. a sequence of geometricamages. This process is repeated for differentevalu
transformations scaling, rotation, shearing etc aref ¢ = 0.5, 0.75, 0.8 and 0.9 which generates 32
applied with different parameters to generatélegraded images of each class in turn produce 448
degraded images. This way a fabricated affinfor fourteen classes. Combined affine qur invarian
transformed database is prepared. Featuré%o_me”t features are extracted fro_m 112 images for
combined affine blur invariant moments discusse§@ning the classifier and remaining are used for
in section 3 are extracted from the training imaged€Sting the classification accuracy. The resulthef
A multi layer feed forward neural network with proposed system is compared with wavelet feature

back propagation learning algorithm and differenpased system [27]. and presented table 2 and
performance graph fig 6.
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Table 1: Performance Comparison Of Proposed System With Wavelet Features On Affined Images

Wavelet Based Combined Affine Blur Invariant moment
False False True True Classif. False False True True Classif.
Class Negative Positive Positive Negative Accur. Negative Positive Positive Negative Accur.
Rate Rate Rate Rate Rate Rate Rate Rate
1 36.36 50 63.64 50 56.82 0 35.3 100 64.7 82.35
2 63.64 55.6 36.36 44 .4 40.38 0 0 100 100 100.00
3 81.82 0 18.18 100 59.09 0 0 100 100 100.00
4 54.55 44.4 45.45 55.6 50.53 0 31.25 100 68.75 84.38
5 54.55 64.3 45.45 35.7 40.58 0 0 100 100 100.00
6 54.55 37.5 45.45 62.5 53.98 0 0 100 100 100.00
7 72.73 0 27.27 100 63.64 0 0 100 100 100.00
8 18.18 43.8 81.82 56.3 69.06 0 0 100 100 100.00
9 54.55 28.6 45.45 71.4 58.43 0 0 100 100 100.00
10 72.73 0 27.27 100 63.64 54.4 0 45.6 100 72.80
11 45.45 0 54.55 100 77.28 0 0 100 100 100.00
12 36.36 35.7 63.64 14.3 38.97 0 0 100 100 100.00
13 54.55 44.4 45.45 55.6 50.53 49.8 0 50.2 100 75.10
14 63.64 20 36.36 80 58.18 0 0 100 100 100.00
Table 2: Performance Comparison Of Proposed System With Wavelet Features On Blurred Images
Wavelet Based Combined Affine Blur Invariant moment
False False True True Classif. False False True True Classif
Class | Negative | Positive | Positive | Negative Accur. Negative | Positive | Positive | Negative Accur.
Rate Rate Rate Rate Rate Rate Rate Rate
1 18.2 333 81.8 66.7 74.25 0 0 100 100 100
2 0 5.4 100 94.6 97.3 0 0 100 100 100
3 18.2 18.2 81.8 81.8 81.8 0 0 100 100 100
4 18.2 21.7 81.8 78.3 80.05 0 0 100 100 100
5 0 35.3 100 64.7 82.35 0 0 100 100 100
6 31.8 0 68.2 100 84.1 0 0 100 100 100
7 9.1 0 90.9 100 95.45 0 0 100 100 100
8 0 15.4 100 84.6 92.3 0 0 100 100 100
9 40.9 23.5 59.1 76.5 67.8 0 0 100 100 100
10 0 15.4 100 84.6 92.3 0 0 100 100 100
11 45.5 0 54.5 100 77.25 0 0 100 100 100
12 18.2 0 81.8 100 90.9 0 0 100 100 100
13 0 8.3 100 91.7 95.85 0 0 100 100 100
14 18.2 0 81.8 100 90.9 0 0 100 100 100

Classification Rate

701 —=—Wavelet Feature Performance
+—Combined Affine Blur Invariant Moment |

I I I

T |

1

Fig 6 presents the classification rates in pres@fc

2 3 4

5 6 7

8 9 10

Image Class

Figure 6: Performance Of Proposed Method For Second
Expt

the Gaussian blur. Similar to the first experiment,

e

the calculated invariants from blurred images

outperformed the wavelet based features.

Performance of the wavelet feature based system is
considerably dropped in presence of blur. The

reason behind is that Gaussian blur reduces the hig
frequency components of the image, so Gaussian
blur basically behaves like a low pass filter.

5.3 Combined Effect

In this experiment, performance is measured on
multi class images degraded through affine
transform and blur both. Firstly a database of
degraded images is prepared by applying a sequence
of deformation processes. The quality of images is
degraded by geometrical transformation in
combination such as scaling, rotation and shearing,
which is followed by contamination of Gaussian
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blur in each of the image produced by previously grdded images.

Table 3: Performance Comparison Of Proposed System With Wavelet Features On Affined Blurred Images

Wavelet Based Combined Affine Blur Invariant moment
False False True True Classif False False True True Classif.
Class | Negative | Positive | Positive | Negative | Accur. | Negative | Positive | Positive | Negative Accur.
Rate Rate Rate Rate Rate Rate Rate Rate
1 72.7 67.1 27.3 32.9 30.1 0 0 100 100 100
2 59.1 33.4 40.9 66.6 53.75 0 0 100 100 100
3 70.5 13.3 29.5 86.7 58.1 0 0 100 100 100
4 81.8 84.5 18.2 15.5 16.85 0 0 100 100 100
5 81.8 333 18.2 66.7 42.45 0 0 100 100 100
6 68.2 46.2 31.8 53.8 42.8 0 0 100 100 100
7 77.3 34.3 22.7 65.7 44.2 0 0 100 100 100
8 77.3 54.5 22.7 45.5 34.1 0 0 100 100 100
9 40.9 66 59.1 34 46.55 0 0 100 100 100
10 77.3 16.7 22.7 83.3 53 0 0 100 100 100
11 77.3 71.4 22.7 28.6 25.65 0 0 100 100 100
12 81.8 0.0 18.2 100 59.1 0 0 100 100 100
13 54.5 47.4 45.5 52.6 49.05 0 0 100 100 100
14 72.7 82.1 45.5 17.9 31.7 0 0 100 100 100

In this process, 11 images are produced in the fird@velet performs most terrible as presented in
step of degradation with different parameters operformance graph fig 7.

scaling, rotation and shearing. A Gaussian blur for Table 4: Over All Accuracy In Percentage
the standard deviatioa= 0.25, 0.5, 0.75, 0.8 and

0.9 with different mask sizes is fabricated tg Wavelet based Proposed
produce 88 images of each class and 1232 ima System system
of fourteen classes. Then their affine blur invatsa ~ Affine degraded 455 85.7
are calculated of 210 images from 14 classes be. gimage

from each class for training of neural network and m‘ggaezeded 84.4 100
remaining are used for evaluating the performances; vined affine

of the classifier. In order to make a comparisam th and Blurred 30.4 100

wavelet features proposed by [27] are also used irgffected Image
this experiment.

The overall accuracy of the system presented in

table 4, shows that proposed feature based model is

T T T T T T ] robust in compare to wavelet feature based system.

~Waveereawersome | The overall accuracy of affined degraded and

|-~ Cambined Afin B nvariantoment Pefomance | combined degradation of affine and blur images is
significantly improved.

6. CONCLUSION AND FUTURE WORK
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In this research work a combined affine blur
Invariant moments descriptors are calculated for

Classfication Rate

=

E=3

o . : j T images degraded through various degrading
0 y mechanism. The experiment results demonstrated
% T v 1w n w w« the discrimination power of the invariant moments

In./ugocusas
Figure 7: Performance Of Proposed Method For
Third Experiment

for multi class degraded images. In geometrically
distorted image pixel intensity values located at
position (x,y1) in to (%,Y,) by scaling, rotation and

In the third experiment also similar to secondshearing. In order to estimate the performancesthre
experiment combined affine blur invariant momengxperiments are carried out. In the first experitnen
computed from the degraded images exceeds thsurteen classes of images from COIL-100 database
wavelet based features in [27] 100 per overatave been employed and synthetically degraded by
accuracy is achieved for proposed system, while fefffine transform. Powerful invariant based features
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successfully classified the different class’s pesit [9] B. Zitova and J. Flusser, Image registration
and negative samples. methods: A survey”, Image Vis. Computation.,
The robustness of the proposed system invariant 21, 11, 2003, pp 977-1000.

blur has been ana|yzed in second experimel[lo] Y. Bentoutou, N. Taleb, M. Chikr EI Mezouar,
Wavelet feature based system is also compar M. Taleb, and J. JettoAh invariant approach
with proposed moment based system ar for image registration in d|g|tall .subtractlon
performed better, wavelet shown the poore  @ngiography”, Pattern Recognition, 35, 12,
classification results. In the third experimente th 2002, pp 2853-2865. ‘ ,
original images are deteriorated by sequence H‘l] Y. Bentoutou and N. _Taleb,AUtomgtm
affine transform and Gaussian blur degradation. extracn(_)n of _control _pomts for d|g|t§1]
Despite the occurrence of several degradation the subtraction angiography image enhancement’,

system produce the successful classification IZE%E Trans. Nucl. Sci, 52, 1, 2005, pp 238~

accuracy. Finally the chances are always there fo[rlz] J. Flusser, T. Suk, and S. SaiRe¢ognition

improvements.  Further, invariant moments in" Blurred images by the method of moments”
frequency domain may be used for feature IEEE Trans. Image Process., 5, 3, 1996, pp
description of degraded images recognition. 533-538.
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