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ABSTRACT 
 

Text summarization is one way to get the information which is quite effective. Approach techniques of the 
text summarization are classified into two, namely abstractive and extractive. This paper is focused on the 
extractive techniques so that the output of the application is important sentences which are taken from the 
original text intact without modification verbally. There are four majors processes in this research namely 
preprocessing stage, scoring features, optimization of summarization by two methods (Fuzzy Logic and 
Fuzzy C-Means), and extraction of summary results. This research use 7 features to calculate the score of 
each sentence. The core of this research is to compare reliability Fuzzy logic and Fuzzy C-Means method in 
optimizing process of summary results. The results showed that the method of Fuzzy Logic is  
outperformed Fuzzy C-Means method with the closest similarity ratio to summarize manually by humans 
with percentage accuracy of Fuzzy Logic is 58.25% while Fuzzy C-Means method is 54.33%. Increased 
accuracy occurs when there is additional compression rate in the amount of 1.67% for Fuzzy Logic Method 
and 4.5% for Fuzzy C-Means. 
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1. INTRODUCTION 
 

Text Summarization is very important and 
useful technique to identify the topic of a text 
quickly and accurately[1]. Summarization is the 
process of condensing a source text into a shorter 
version preserving its informationcontent[2]. The 
goal is to help prospective readers save time and 
effort in finding useful information in a text. 

In a research, automatic text summarization 
uses variety of methods and approaches[1]. The 
previous research use the genetic algorithm as a 
method to select the best sentence of text and use a 
variety of combination feature amount. The result is 
percentage of accuracy in each feature combination 
[3]. Another research use Pseudo Genetic And 
Probabilistic method for text summarization [4]. 

Techniques of  text summarization can be 
classified into two categories: extractive and 
abstractive. Development of automatic text 
summarization can apply one of the method or both 
at once. Extractive summarization is technique of 
sentence selection that represents the topic of a text 
and incorporates it into the new text which is 
shorter than the original, without modified from the 
original text, while abstractive method produces a 
summary with phrases that may not be found in the 
original text [4]. This research use 3 kind of 

summarizing: deductive, inductive and ineratif. 
Deductive is a kind of finding mind topic in first 
sentence of each paragraph. So the first sentence 
have a biggest score among the following text 
whole the paragraph. While the topic where located 
in the end of each paragraph is named inductive and 
topic where located in the centre of paragraph 
named ineratif. 

Process of summarizing includes four stages, 
as follows: 1. text preprocessing (phase separation 
process includes the sentence, the case folding, the 
process of filtering the sentence, the word 
tokenizing and stemming), 2. Feature Scoring, 3. 
Sentence Selection (this stage optimized by using 
Fuzzy Logic and Fuzzy C-Means), 4. Process of 
preparing selected sentences. The research in this 
thesis is more focused on a comparison of the 
results of summarizing using the Fuzzy Logic and 
Fuzzy C–Means thus, it will proof which method 
will give better results of summarizing. 

Fuzzy Logic is a knowledge representation 
that is constructed by if-then rules. One key feature 
of fuzzy rule based systems is their 
comprehensibility because each fuzzy rule is 
linguistically interpretable [5]. Characteristics of  
Fuzzy Logic method are: 1. problem solving is 
done by describing the system not by numbers, but 
linguistically, or variables that contain 
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uncertainty/ambiguity , 2. Use of if-then rules to 
clarify the relationship between one variable with 
another, 3. Describe the system using fuzzy 
algorithm [6]. While Fuzzy C-Means is a technique 
of data clustering where the existence of each data 
point in a cluster is determined by the degree of 
membership.  

This technique was first introduced by Jim 
Bezdek in 1981 which then continues to develop 
[7]. At first basic concept of FCM is to determine 
cluster centers that will mark the location of the 
average for each cluster. In the initial condition, the 
cluster center is still not accurate. Each data point 
has a degree of affiliation for each cluster. By 
improving the cluster center and the degree of 
affiliation of each data point repeatedly thus, it will 
be seen that the cluster center will move towards 
the right location. The Fuzzy C-Means clustering 
algorithm is based on the minimization of an 
objective function called C-means functional [8]. 
Both of these methods will be the focus of the test 
in this paper. 

 
2. SUMMARIZATION APPROACH 
 
2.1 Data Set and Preprocessing 

Preprocessing is early stages to prepare 
summarizing input text into data that is ready to be 
processed. Stage that is contained in the text 
preprocessing are segmentation paragraph, sentence 
segmentation, folding case, sentence filtering, 
tokenizing and stemming. 

Paragraphs Segmentation is a limitation and 
separation of text into paragraphs. Sentence 
Segmentation is the separation paragraphs into 
sentences. Characters besides the 'a- z' characters 
are removed from the text and capital letters 
converted to lowercase, this process is called case 
folding. Each sentences have to be filtered from 
stop word towards the text content. Tokenizing is 
the stage to separate the sentence into its 
constituent words using the character "white space" 
as delimiter. In the end, the results of tokenizing 
processes will be processed to the stage again to 
stemming phase to get the base word of each word 
[9] [10]. 
 
2.2 Selected Feature 

 After preprocessing, each sentence in the text 
is represented by weight which is obtained from 
scoring towards several features. Features are 
carefully selected so that the system is able to 
deliver approximately correct results. This paper 
focus on seven features for each sentence. Each 
feature will be worth between '0' and '1' [9]. 

2.2.1 Sentence Position (F1) 
Sentence position can determine whether the 
sentence is important or not in representing the 
content of text. In general, the first sentence in each 
paragraph has the highest score is called the 
deductive types of summarizing. But it is possible 
that the main topic of the text is exist at the end of 
paragraph it is named inductive summarizing. 
Paragraph that the main topic is in the end of 
paragraph named ineratif summarizing. In this 
study, we use the three types of summarizing. 
Value of the feature position is determined from the 
results of division of this sentence position (X) on 
each paragraph by the number of sentences of each 
paragraph which is contained in the paragraphs (N). 
Sentence Position can be calculated as Eq. 1. 

    
 (1) 

2.2.2 Sentence Length Feature (F2) 
Sentence length feature is used for filtering short 
sentences that sometimes only contain names or 
other authors. This short sentence is not expected to 
be part of the summary. Calculation of the value of 
this feature is the result of length sentences divided 
with the number of words in a sentence (X) and the 
number of the entire text (S). 
 
 (2) 
 
2.2.3 Title feature (F3) 
The words in the sentence that contain the title has 
a high score. This stage calculates the suitability of 
the words with content in the title. The title is 
generally made up of several words, then the text of 
the title text needs to undergo preprocessing. Then 
token in the text checked against token title. Title 
feature can be calculated as Eq. 3. Eq. 3. 
 
 (3) 
  
2.2.4 Term Weight (F4) 
Number of occurrences of the term in a sentence 
can be used for detecting important phrase. Score 
each sentence can be determined by summing the 
scores of each constituent word. The term weight 
Method calculates weights sentence so that this 
method is referred as tf.isf (Term Frequency. 
Inverse Sentence Frequency). Weight of each 
sentence in the text is obtained by the 
multiplication of the number of occurrences of the i 
term in the text with its inverse value, this method 
can be calculated as Eq. 4. 
 
 (4) 
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The next score for each sentence is calculated by 
dividing the sum of all the scores contained in I 
sentence to score maximum sentence on 
mathematical text. The calculation can be seen in 
equation 5.   

  
 (5) 
      

2.2.5 Entity Word or term (F5) 
Frequency of occurrence of the term or entity that 
occurs in the source text can be become a factor to 
calculate importance words. The word entity can be 
a one's name, job title, name of the country and so 
forth. Scores on this feature can be calculated from 
the ratio of the number of entities/terms that appear 
in the sentence to the sentence length.  
 
  
 (6) 

  
 
2.2.6 Numerical Data (F6) 
Sentences containing numerical data are assumed to 
be the word that is quite important and most likely 
have to be included into the results summary. Score 
of features numerical data were calculated as the 
ratio of the number of numerical data contained in 
the sentence to sentence length. 
 
 
 (7) 
 
2.2.7 Thematic Word (F7) 
Thematic word is a word that appears quite 
frequently in a text. This feature is important 
because the words which contain thematic word can 
be indicated as important sentences. The 10 words 
with the highest frequency is used as thematic word 
in this feature. Score calculation of thematic word 
feature is the quotient between the number of words 
in sentences with thematic maximum value of the 
thematic word whole the sentence. 
 
 

 (8) 
 
3. THE METHODOLOGHY 
 

In this section explain how to extract the 
summary result that will be optimized by using 
Fuzzy Logic and Fuzzy C-Means method. As 
explained in the Introduction, the core of this paper 
is to compare the reliability of the two methods that 
use in this research. Before describing more about 

these methods, the following stages of the system is 
shown in Figure 1. 

 
Figure 1: System Step 

 
From Figure 1, the results of the optimization phase 
using Fuzzy Logic and Fuzzy C-Means is done 
after preprocessing stage and scoring feature. 
Success of automatic text summarizing is the 
selection of sentence at this stage of the 
optimization results [9]. Optimization phase will 
produce sentences with high scores as a result of a 
summary. 
 
3.1 Optimizing with Fuzzy Logic 

Shown earlier in Figure 1, that there are 3 
processes in stages of  Optimization of  Fuzzy 
Logic: Fuzzifier, Inference Engine and Defuzzifier. 
Input on fuzzy logic method is score 7 feature of all 
sentences. Enter the crisp fuzzification stage that 
will be supposed to be into some fuzzy sets namely: 
very low (SR), low (L), medium (M), high (H) and 
very high (ST). Membership functions which are 
used in here is "Curve Triangle" with a membership 
limit shown in Table 1.  

 
Table 1: Boundary Value of Fuzzy Logic Membership 

  SR R M T ST 

a   0.1 0.3 0.6 0.8 
b 0 0.25 0.5 0.75 1 

c 0.2 0.4 0.7 0.9   
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Rules of Fuzzy Logic membership functions shown 
in Eq. 9 and the affiliation function graph which is 
shown in Figure 2. 
  
 (9) 
 
 

 
Figure 2:Graph of Fuzzy Logic Membership 

 
Degree of fuzzy logic affiliation are in the 

range 0-1. Later, each sentence in the text will be 
measured by degrees 7 features that have been 
described previously. 

In many studies, antecedent fuzzy sets 
were generated and tuned by numerical input data 
for rule base construction to improve the 
classification accuracy of FRBCSs [11] [12]. The 
most important part of inference engine is fuzzy IF-
Then rules [9]. The experience of the human 
controller is usually expressed as some linguistic 
"IF-THEN" rules that state in what situation(s) 
which action(s) should be taken [13]. One example 
of IF-THEN rule is as follows: IF (Position 
sentence is Very High) and (Long sentence is Low) 
and (Title Feature is High) and (Term Weight is 
Medium) and (Noun Entities is Low) and ( Data 
Numerical is Very High ) and ( Thematic Word is 
Very High) THEN sentence is important. 
Tsukamoto is a settlement that will be used in the 
Inference Engine [14]. In the end of the stage, 
defuzzifier crisp sentences are classified into 
categories important, average and not important, 
then the next set is converted into crisp numbers of 
sentence weight. 
 
3.2 Optimizing with Fuzzy C-Means 

Optimization with Fuzzy C-Means method 
will classify the input sentence into three clusters 
include: cluster of important sentences, sentence of 
the average cluster and cluster sentences are not 
important. The input which is used in the form of 
sentences and sentence attributes in form of 
features. There are 7 Attributes that are used 
namely: Position Sentence (x1), length of sentence 
(x2), Title Feature (x3), Term Weight (x4), Entities 

word (x5), Numerical Data (x6), Thematic Words 
(x7). 

FCM output is not fuzzy inference system, but 
a row of cluster centers and several degree of 
affiliation for each data point. This information can 
be used to construct fuzzy inference system. Fuzzy 
C-Means algorithm is as follows:  
Step 1: Input data that will be clustered, X , in the 
form of matrix n x m (n = number of data samples , 
m = attributes of each data = 70, where Xij = data 
sample i (i = 1,2,…, n), attribute j (j = 1,2,…,7) 
 
Step 2: Set the number of clusters = c = 3, Rank = 
w = 2, Maximum iterations = 100, Error smallest 
expected = 0.00001, initial objective function (P0) 
= 0, the initial iteration (t) = 1. 
 
Step 3: Generate random numbers µik, i = 1,2,…,n; 
k = 1,2,3; as elements initial partition matrix U. 
Count the number of each column: 
 
 
 (10) 
 
 
with i = 1,2,…,n 
Calculate: 
 
 
 (11) 
 
 
Step 4: Calculate cluster k: Vkj, with k = 1,2,3; and 
j = 1,2,…,m. 
 

 
 
 (12) 
 
Step 5: Calculate the objective function at iteration 
t, Pt 
 
 
 (13) 
 
 
Step 6: Calculate the change in the partition matrix 
 
 
 
 (14) 
 
 
With: i = 1,2,…,n; and k = 1,2,…,m 
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Step 7: Check the condition to stop. If the value of 
(|Pt – Pt-1| < 0.00001) or (t > 100) then stop and 
then specify the cluster affiliation. If not: t = t + 1, 
repeat step 4. 
 
3.3 Sentence Extraction 

Extraction of Fuzzy Logic and Fuzzy C-
Means will generate sentences with high scores in 
descending order as a result of a summary. 
Sentences were extracted and taken as much as 
30% and 25% the text of the original text. 
Possibilities of extraction is designed varied to 
determine the composition of the best summaries 
results of Fuzzy Logic and Fuzzy C-Means were 
compared with the ideal of summarization by 
humans. The sentence will be re-ordered according 
to the actual order of the original text. In addition, 
this study will also compare the results of 
summarization is deductive, inductive, ineratif by 
using a composition of the best extraction results 
summaries. This study examined a sample of 20 
Indonesian language text obtained from several 
news sites are: kompas.com, kapanlagi.com and 
yahoo.co.id. 
 
4. RESULT AND ANALYSIS 
 

The main objective of this study was to 
compare the reliability of the method of Fuzzy 
Logic and Fuzzy C-Means in terms of optimization 
of the results of summarization text in Indonesian 
language. Therefore, we obtain two results, one for 
summarization method (deductive, inductive, 
inertif) and the other for extraction composition. 
Research has also been done by summarizing the 
20 samples Indonesian language text that comes 
from multiple news sites. 

Outcome evaluation system using the formula 
precision, recall and f-measure which is called 
intrinsic method [15]. Evaluation creates an ideal 
set of summaries, one for each text to test the text  
then comparing the results with a summary of the 
ideal system summary. Measurement is in overlap 
of content, it is often referred to recall and precision 
sentence or phrase, but sometimes with a single 
word overlap. 

 
 
 
 (15) 
 
 
 (16) 
 
 

Combination of recall and precision values then 
generate f -measure. 
 
 
 (17) 
 
Table 2 shows the sample text that will be 
processed by our system. 
 

Table 2: Sample of Indonesian Text 
Memaknai Kemerdekaan Di Hari Kemenangan 

 
 Jakarta - Ya, 68 tahun sudah Indonesia 
merdeka. Sebagai Negara maritim dan kepulauan 
terbesar di dunia, Indonesia juga memiliki ragam 
etnis dan budaya terbanyak dibandingkan Negara 
lain. Suatu kerukunan dalam keberagaman yang patut 
dibanggakan sekaligus pencapaian yang tak mudah 
dilakukan. Tentu, sepanjang perjalanan itu, banyak 
kemajuan yang sudah dicapai, meski juga 
menyisakan keberharapan. Salah satu yang perlu kita 
renungkan adalah kesejahteraan bagi seluruh rakyat 
Indonesia. 
 Jika kita merenungkan kembali cita-cita 
bangsa yang dituangkan dalam pembukaan Undang-
Undang Dasar 1945, terlihat bahwa Indonesia adalah 
bangsa yang besar. Dan oleh karenanya, 
kemerdekaan harus diwujudkan untuk melindungi 
segenap bangsa, memajukan kesejahteraan umum, 
mencerdaskan kehidupan bangsa, sekaligus ikut 
melaksanakan ketertiban dunia. Sebuah cita-cita 
luhur yang diwariskan kepada kita untuk 
mencapainya, bahkan di kala kondisi perekonomian 
dunia sedang lesu. 
 Meski banyak lembaga ekonomi dunia 
memuji pertumbuhan ekonomi Indonesia, namun 
banyak hal membutuhkan pembenahan guna lebih 
menguatkan ekonomi nasional. Sebagaimana yang 
kita alami, harga berbagai kebutuhan pokok sudah 
merangkak naik sejak awal Ramadhan, mencapai 
puncaknya di hari Kemenangan. Atas berbagai 
kenaikan harga ini, banyak saudara kita yang 
merasakan ketidaknyamanan bahkan kesulitan dalam 
menjalani hidupnya. 
 Satu hal yang pasti, Negara ini masih 
membutuhkan pembenahan di berbagai bidang. Tentu 
saja, seluruh masyarakat harus terlibat dalam 
pembenahan, sekaligus memperkuat nasionalisme 
yang ada dalam konsensus bersama: UUD 1945, 
Pancasila, Negara Kesatuan Republik Indonesia, serta 
Bhinneka Tunggal Ika. Yang harus kita lakukan 
adalah menjalani peran masing-masing dalam 
kehidupan bernegara: giat bekerja untuk membangun 
bangsa, aktif mengawasi jalannya pemerintahan serta 
memenuhi kewajiban perpajakan. 

 
The content of Table 2 separated into each 
sentence. White space character use as a delimiter 
to separated text into sentences. The stop word is 
also removed from sentence. Sentence then through 
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the filtering stage and thus case folding. Table 3 
show the result. 
 

Table 3: Separated Text into Sentences 
No. 

Sentence Sentences 

1. jakarta   68 indonesia merdeka 
2. maritim kepulauan indonesia ragam etnis 

budaya dibandingkan 
3. kerukunan keberagaman patut 

dibanggakan pencapaian 
4. perjalanan kemajuan dicapai menyisakan 

keberharapan 
5. renungkan kesejahteraan Indonesia 
6. merenungkan cita cita bangsa 

dituangkan pembukaan undang undang 
1945 indonesia bangsa 

7. kemerdekaan diwujudkan melindungi 
segenap bangsa memajukan 
kesejahteraan mencerdaskan bangsa 
melaksanakan ketertiban 

8. kemerdekaan diwujudkan melindungi 
segenap bangsa memajukan 
kesejahteraan mencerdaskan bangsa 
melaksanakan ketertiban 

9. ekonomi memuji ekonomi indonesia 
membutuhkan pembenahan menguatkan 
ekonomi 

10. alami pokok merangkak ramadhan 
puncaknya kemenangan 

11. saudara merasakan ketidaknyamanan 
kesulitan hidupnya 

12. membutuhkan pembenahan 
13. terlibat pembenahan memperkuat 

nasionalisme konsensus  uud 1945 
pancasila kesatuan indonesia bhinneka 
tunggal ika 

14. lakukan peran bernegara  giat 
membangun bangsa aktif mengawasi 
jalannya memenuhi kewajiban 
perpajakan 

 
The result of stemming for the sample shown on 
Table 4 below. 
 

Table 4: Stemming Result 
No. 

Token 
No. 

Sentence Token 

1 1 jakarta 
2 1 68 
3 1 indonesia 
4 1 merdeka 
5 2 maritime 

 
Table 5 shows the f-measure comparison results 
between the method of Fuzzy Logic and Fuzzy C-
Means with the composition of the extraction of 40 
%, 30 %, 25 % and 20 %. 
 

Table 5:Result of Comparison Compression Rate 
Optimizing 

Method 
Average F-measure 
30% 25% 

Fuzzy Logic 0.47632 0.47572 
Fuzzy C-Means 0.46759 0.45592 

 
Table 6 shows the f-measure Fuzzy Logic 
outperformed  Fuzzy-C Means and following by the 
graphic show in figure 3. This result are calculated 
with 30% compression rate. 
 

Table 6:Result of Comparison F-Measure 

Teks Precission Recall F-measure Accuration 

1 0.2000 0.6667 0.3077 33.33% 

2 0.0000 0.0000 0.0000 0 

3 0.5000 0.6000 0.5455 60% 

4 0.6000 0.7500 0.6667 75% 

5 0.4000 0.6667 0.5000 33.33% 

6 0.2500 0.3333 0.2857 33.33% 

7 0.2000 0.3333 0.2500 33.33% 

8 0.1429 0.2500 0.1818 75% 

9 0.6667 1.0000 0.8000 100% 

10 0.7500 1.0000 0.8571 100% 

11 0.5000 1.0000 0.6667 100% 

12 0.4000 0.5000 0.4444 50% 

13 0.5000 1.0000 0.6667 100% 

14 0.6667 1.0000 0.8000 50% 

15 0.2500 0.5000 0.3333 50% 

16 0.5000 0.6667 0.5714 67% 

17 0.0000 0.0000 0.0000 0% 

18 0.7500 1.0000 0.8571 100% 

19 0.3333 0.5000 0.4000 50% 

20 0.0000 0.0000 0.0000 0% 

Average Accuration : 58.83% 

 

 
Figure 3:Graph of Comparison F-measure 
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5. CONCLUSION 
 

This paper have compared Fuzzy Logic and 
Fuzzy C-Means as a method to optimize the 
extraction of sentences in the automatic text 
summarization. The research selected important 
sentences based on 7 features: sentence position, 
sentence length, feature title, term weight, entity 
word or term, numerical data and thematic word. 
The deductive type is use on summarization and 
then this research applied to two sentences 
compression rate was equal to: 30% and 25%. It 
turned out the best combination on the compression 
rate of the summary which is obtained by 30%.  
From research obtained accuracy of 58.25% for the 
Fuzzy Logic method and 55.5 % for Fuzzy C-
Means method. Acuracy increase occur when there 
is additional compression rate in the amount of 
1.67% for Fuzzy Logic Method and 4.5% for Fuzzy 
C-Means. Fuzzy Logic method was able to 
optimize the results of summarizing text better than 
the Fuzzy C-Means method in automatic text 
summarization. 
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