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ABSTRACT

Web services are widely used in the business application development to achieve interoperability among standalone systems. Efficient and effective techniques are required to find and select required services among similar services which is an important task in the service-oriented computing. Ranking process which is part of Web service discovery system helps the users to find the desired services effectively. The existing research contribution for ranking process does not consider the user’s requirements which are an important factor to rank web services. In this work, vector-based ranking method is enhanced to consider user’s requirements. The vector-based model is selected because of its simplicity and high efficiency. The web services are evaluated on the basis of their similarity degrees to the optimal or the best values of various quality attributes. Experiments are conducted with real dataset and the improved algorithm is compared with the other approaches and it is found that the enhanced vector-based ranking method is efficient in terms of execution time to return the result set.
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1. INTRODUCTION

The growing number of business applications in distributed systems has resulted in the increasing demand of communication between business modules. In context of the business community, Service Oriented Architecture (SOA) was proposed based on the idea that to provide a solution for a large problem in a more effective way, the required process can be decomposed into a collection of smaller, but related parts[1]. The most common way to implement SOA is through Web services. According to W3C (World Wide Web Consortium), a Web service is defined as a software module which is implemented through standard XML-based technologies such as WSDL and SOAP. With the increasing number of Web services, discovering and selecting best services to fulfill a required task is becoming more important.

In order to search and invoke Web services based on user’s requirements, first all functional services need to be advertised by their providers in a public UDDI (Universal Description, Discovery, and Integration) registry[2]. Service providers publish descriptions and properties of their Web services in a standard file, i.e. WSDL (Web Service Description Language). A WSDL file contains the information about data types, operations and the network location of the Web services. Then consumers create their queries and use a discovery facility or an agent to search UDDI and locate the set of Web services relevant to their desired requirements. Finally, consumers need to select and invoke one of the Web services among all retrieved results[3]. More and more web services with the similar functionality are made available on the Web. In order to locate and select the appropriate Web services, additional features, i.e. non-functional attributes or quality of Web services (QoS) such as response time, scalability, etc. are taken into consideration in the discovery and selection process.

With the increasing size of the UDDI registry, it is becoming more difficult to locate and retrieve all matched web services and present them to consumers. Furthermore, it is evident that the retrieved result contains more than one matched Web services that meet the functional and non-functional criteria. Therefore, it is essential to devise an efficient technique to measure the ranking relation order between the retrieved services based on user’s requirements on different QoS attributes. The process of ranking Web services is a dominant
part of a Web service selection system, as it helps users select their desired service easily.

2. PROBLEM STATEMENT

In the ranking process, the fundamental step is to find similarity degree between the user’s request and a service. Various methods are proposed to address the problem of ranking web services. These methods compare all the quality parameters of similar Web services with the optimal values for each QoS attributes and the service with maximum similarity degree to the optimal values are returned as the result. In the some of the previous works, complicated data indexing methods are used in their query structure of the ranking process or all Web services are compared in a pair-wise method which involves more computation time. As the similar Web services are growing, the number of pair-wise comparison will increase which makes the algorithm much slower. Also most of the authors do not consider the roles of consumers in their works. They considered only services with the optimal values and not the real constraints which are as part of the query. Finally, the users are recommended with the set of Web services with minimum distance with the optimal values and different users will get the same set of Web services as recommendations.

Also various existing frameworks considered only a small number of QoS attributes and experimented only with small-sized Web service repositories. But there are various types of variables for QoS attributed, which should be considered to fulfill a desired task. Consumers prefer efficient methods which may deal with different types of constraints and large Web service repositories.

Also the existing frameworks take more time for processing a request. With the number of published web services in getting increased, it is very important to return the results fast as the user’s tolerance on slow response is usually very low.

The main goal of this work is to develop a Web service ranking model in which, the user’s request and preferences is considered along with the optimal values. Equal weights are given for both mentioned factors.

As in the previous works, a simple and more straightforward method to rank retrieved Web services is used to achieve accurate results. In this work, a methodology for ranking web services is proposed by developing a vector-based framework and considering user’s requests and preferences and the quality and efficiency of the result of the proposed method is compared with one of the existing ranking algorithms. The proposed methods are also compared with a simple positional algorithm to show that the proposed methods are reliable and efficient. Different number of web services and different types of QoS attributes such as interval data, Boolean etc are considered to compare the algorithms. A real QoS dataset is considered for simulation.

The main contributions in this work are:

1. An improved rank aggregation based algorithm (Borda Fuse Algorithm) is proposed to cover the user’s requirement.
2. A new enhanced ranking algorithm based on a vector-based model is proposed which is capable of dealing with user's requirements and to measure the ranking relation between services.
3. Finally the enhanced algorithms are compared with one of the famous skyline ranking algorithms (Sort-Filter-Skyline) with complex structure to show their efficiency on large sized datasets with a large number of attributes and different data types.

3. RELATED WORKS

Most researchers classify Web service discovery and ranking methods into two different groups: Syntactic and Semantic approaches. In semantic methods, the ontology concepts are used in the discovery process, whereas in syntactic methods, the selection process is based on the syntactic information. As semantic-based approaches suffer from massive human effort and complicated computational process, processing time is slow. It is also assumed that there is no standard definition of ontology to use for different situations. To address these issues, another category of service discovery approaches has been developed which is based on the syntactic information. It is believed by many researchers that syntactic-based models are more efficient than semantic-based approaches.

In Rank-based aggregation technique proposed by Aslam and Montague [4], first the services are ranked in different lists based on each individual attribute, and then the algorithm combines different ranked lists to compute the final ranked list.
To aggregate \( m \) ranked lists generated by \( n \) sources, rank aggregation problem is used. There are two types of rank-based aggregation methods:

1. Supervised rank aggregation technique which relies on the training data and unsupervised rank aggregation method with no need of the training data.
2. Unsupervised rank aggregation technique is categorized in two groups: positional methods and Majoritarian techniques.

Positional methods generate the final ranked list based on the combination of all ranking scores gained by summing all the positional values of each element in each ranked list. The most common method in regards with the rank aggregation method is the Linear Score Combination method in which the scores of items are aggregated by some operators such as weighted sum to compute the final ranked list.

Another important algorithm in this context is referred as Borda-Fuse proposed by Bartell et al.[5]. It is considered an effective algorithm to rank a set of data points. The algorithm was introduced to solve the voting problem. It is a very simple procedure, which has been proved to be effective.

Another positional algorithm that can be named in this area is Median-Rank aggregation method introduced by Fagin et al.[6], in which the candidate documents are ranked based on their median ranks.

Majoritarian rank aggregation approaches are another type of unsupervised rank aggregation methods. In this type of algorithms, every item is compared with another candidate[7]. The method consists of repetitive steps. First they considered a list of all candidates and then each item in the list is compared with the next one. The winner stays in the list, but the loser will be removed from the list. The comparison steps are repeated until there is no other item in the list to be compared. This method suffers from low speed, as the number of comparisons gets larger, when the number of items in the dataset increases.

There is another type of matchmaking and ranking algorithms based on Skyline query concept which is a dominant topic in the database field .The skyline operation was introduced by Kossman et al[8] to solve maximum vector problems. The model calculates and filters the desired points relevant to a query and returns all possible solutions among a large set of data points in a given domain. Skyline points are composed of services that are not dominated by other services. Skyline points assist consumers to select their desired service easier based on their preferences.

In context of the skyline query field, Papadias et al.[9] introduced a progressive algorithm which relies on Branch and Bound Skyline (BBS) based on a nearest-neighbor search method. On a given set of points, this model computes the skyline points based on their distances to a query point in an ascending order. In this work they first indexed the data by applying an R-tree technique to reduce the computation cost by decreasing the number of pair-wise comparisons. Then they computed the dominance relationship between each two services. They argued that in their framework any pre-computation functions would not be required. BBS is widely used in multi-criteria optimization problem.

To extend the Skyline query model to relational databases[10],[11] presented a new algorithm called Sort Filter Skyline (SFS) model. They implemented their model based on a sorting technique. According to their theory all data points are sorted by using a sorting technique and considering a monotone function. In other words, SFS sorts all candidates that maximize the scoring function in an ascending order. After sorting the data, the services which dominate the other services over most attributes will appear in upper positions. Thus the number of pair-wise comparisons will decrease. Any service with the best score over the monotone function will appear in the skyline list. This method is used extensively and is a fundamental structure for methodologies invented later. This model is considered as a baseline for comparison purpose in many works.

### 3.1 Limitations

Most of the reviewed models are reasonable work; however they suffer from some deficiencies:

1. Data indexing and sorting techniques are used in most of the reviewed models which generally takes a longer processing time.
2. They mostly either ignore the role of user’s requirements are ignored or their methods require users to compute the importance degree of each parameter. More load is given to the users.
3. Only limited number and a few types of attributes (mostly numeric type) are considered, while in reality there are various types of data.

In the proposed work, the above mentioned issues are addressed by developing a simple but effective method which considers user requirement as an important factor while ranking web services.

4. PROPOSED WORKS FOR RANKING WEB SERVICES

Web service selection and discovery system is essential to provide clients with proper results according to their requirements. It is impossible to fulfill this task without considering the ranking relation between thousands of available candidates with similar functionalities. Ranking process is a fundamental step in a Web service selection system, as it integrates the results gathered from previous stages (functional and non-functional matching process) and presents them to the requestors. This work focuses on the ranking process by considering user's QoS requirements. Skyline algorithm is used as baseline for the comparison purpose because it is well-accepted algorithm in database area for the multi-criteria based selection problem, and recently is being used in Web service selection area due to the accuracy of the generated results.

However, efficiency is one of the big concerns on this algorithm. The proposed work is to test whether a much simpler algorithm with higher efficiency could achieve the similar level of accuracy. The simple algorithms chosen in this work are vector-based (Distance-based) algorithm and a rank aggregation algorithm (Borda Fuse). Since both of them (also the skyline algorithm) do not consider the actual user requirements at all, in this work it is proposed to enhance those algorithms by taking into account the user's QoS requirements. The goal of the proposed work is to provide a simple and effective method for generating a ranked list of desired Web services with consideration of user's requirements. The QoS data considered in this work includes different types of data such as interval, numeric, boolean etc.

4.1 Proposed Enhanced Borda Fuse Algorithm Considering User's Requirements

Rank Aggregation methods are used for ranking data. One of the efficient methods in this context is Borda Fuse[5]. This model was proposed to solve the voting problems in different areas. In the context of Web service discovery, a service which appears in the highest positions in the most ranking lists will receive higher ranking score. In this model all services are first ranked in different lists in terms of different QoS attributes. Each service is assigned a score based on its positional value in each individual ranked list. Then the final ranked list is generated by computing the summation of all obtained scores from all ranked lists. The Borda Fuse algorithm suffers from an important deficiency that may affect the accuracy of the results. In this model the user's actual request is ignored which is an important factor in selection systems. For different requirements from different users, the output of the algorithm is always the same.

To overcome this issue, this work proposes an improved algorithm to cover user's requirements in the ranking process.

The final ranking score in Borda Fuse method is calculated by adding the positional value of each service in each individual ranked list. The user’s requirements are not considered in the ranking process which returns the same result to the user for different requirements. To involve user's requirements in the algorithm, in the enhanced method the query attributes are considered as a sample service $S_q$ and is added it to the list of offered services. As a result, a new ranked lists including $S_q$ is generated as indicated in the Table 1. It is noticed that the position order of service $S_3$ and $S_5$ has changed in the new ranked list. Service $S_5$ does not meet the requirements for the last 2 attributes.

The scores are assigned to services depend on their position in each ranked list. A negative scores are assigned to those services which appear in the each rank list after $S_q$. The negative score for each service is computed according to position of service in the new ranked list. Suppose $n$ as the number of services, $S_i \_position$ as the position value of service $S_i$ in each ranked list, $S_q \_position$ as the positional value of $S_q$ in the new list with considering user’s requirements.
In the proposed work, the values of n QoS attributes of a service S is modeled as a vector: \( Q_s=(q_{s1},q_{s2},...,q_{sn}) \) where \( s1,s2,...,sn \) are services and the values of QoS requirements requested by a consumer as \( Q_r=(q_{r1},q_{r2},...,q_{rn}) \). The consumer’s preferences values on each QoS attribute is modeled as \( P_r=(p_{r1},p_{r2},...,p_{rn}) \) where \( p_{r1},p_{r2},...,p_{rn} \) preferences where values of \( P_r \) ranges between 1 and n. If the consumer has not specified the preferences, n will be considered as the preference. Weight values of the preferences are calculated using the below given formula.

\[
w_i = \frac{p'_i}{\sum_{i=1}^{n} p_i} 
\]

where \( w_i \) is the weight of an attributes, \( p_i \) is the preferences values of each attributes, \( n \) is the total no. of services and \( p_{r_{max}} \) is the maximum value in vector \( P_r \). The score to service \( S \) is computed based on its distance to the optimal values of the QoS attributes using the Euclidian formula. In order to consider the real query values, the distance between the QoS of service \( S \) and the real requested constraints specified in the query is also calculated. The final distance score which indicates the distance between a service and both optimized and required values is calculated as explained below.

Based on the Euclidian distance method, score for each service (S) based on the optimal QoS(Qo) is calculated using the formula given below.

\[
Score_{opt} = \sqrt{w_{j}(q'_{j}-q'_{oj})^2} 
\]

where \( Q_o \) is the optimal values of QoS attributes, \( w_{j} \) is the weight of an attributes, \( q'_{oj} \) is the normalized value of an attributes and \( q'_{oj} \) is the normalized value of an optimal value.

Based on the tendency of the QoS parameters, the normalized values for numeric and Boolean attributes are computed based on method discussed in[13] and the normalized values for range type is calculated based on the method discussed in [14].

To calculate the distance between each service \( S_i \) and the requested QoS(Qo), a vector \( P_r=[p_{r1},p_{r2},...,p_{rn}] \) is considered where \( p_{ri} \in [1..n] \) and the vector \( P_i \) includes 0 or 1 based on whether
The distance between each service and the real required QoS is calculated as:

\[ Dis = |Q_s - Q_r| = \sqrt{\sum_{i=1}^{n} p_i (q_{ij} - q'_{ij})^2} \quad (3) \]

where \( Q_s \) is the distance between each service and real required QoS, \( p_i \) is the preference values of an attribute, \( q_{ij} \) is the normalized value of an attribute and \( q'_{ij} \) is the normalized value of specified query. The distance between two vectors of QoS and offered services is calculated by using various datasets with different number of QoS attributes. The observed results are shown in the following tables and figures. The abbreviations used for each algorithms are: DS for the original Distance-based algorithm, DS_I for the improved Distance-based algorithm, BF for the original Borda Fuse, BF_Q for the Borda Fuse algorithm with consideration of user's query, and SFS for the Sort Filter Skyline algorithm. Table 1 and Figure 1 shows the execution time of different algorithms on various number of web services for numeric type attribute and Table 2 and Figure 2 shows the execution time of different algorithms on various number of web services for interval type attribute.

6. CONCLUSION AND FUTURE WORKS

To measure the efficiency of the improved algorithms, the average execution time of each algorithm is calculated by using various datasets with different number of QoS attributes. By increasing the size of datasets and the number of QoS attributes, all algorithms are compared in terms of the processing time. According to the observations, SFS is the fastest algorithm for small sized dataset and one QoS attribute. By increasing the size of the dataset and the number of attributes, SFS runs slower. On the contrary DS and DS_I are the fastest algorithms on the large sized datasets. BF and BF_Q run faster than SFS on large sized datasets with larger number of QoS attributes. Different experiments were performed with different type of attributes such as numeric, Boolean and data interval. It is noticed that SFS has a poor performance on attributes with data interval type. DS and DS_I with a slight different in execution time have the best performance for all data types when the size of the dataset is large.

As future work, the proposed framework may be improved to support top-K query processing effectively so that the processing time could be much lower, and users would be able to select their desired services easily.
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### Table 1: Execution Time Of Different Algorithms On Various Number Of Web Services For Numeric Type Attribute

<table>
<thead>
<tr>
<th>Type of attribute</th>
<th>No. of services</th>
<th>No. of attributes</th>
<th>DS</th>
<th>DS_I</th>
<th>BF</th>
<th>BF_Q</th>
<th>SFS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Numeric</td>
<td>50</td>
<td>1</td>
<td>203</td>
<td>208</td>
<td>212</td>
<td>218</td>
<td>189</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>223</td>
<td>238</td>
<td>239</td>
<td>251</td>
<td>203</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5</td>
<td>223</td>
<td>238</td>
<td>292</td>
<td>294</td>
<td>218</td>
</tr>
<tr>
<td></td>
<td></td>
<td>7</td>
<td>250</td>
<td>281</td>
<td>328</td>
<td>332</td>
<td>219</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>1</td>
<td>216</td>
<td>218</td>
<td>223</td>
<td>226</td>
<td>193</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>230</td>
<td>239</td>
<td>242</td>
<td>253</td>
<td>218</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5</td>
<td>266</td>
<td>281</td>
<td>297</td>
<td>298</td>
<td>219</td>
</tr>
<tr>
<td></td>
<td></td>
<td>7</td>
<td>281</td>
<td>283</td>
<td>344</td>
<td>344</td>
<td>234</td>
</tr>
<tr>
<td></td>
<td>200</td>
<td>1</td>
<td>232</td>
<td>236</td>
<td>242</td>
<td>246</td>
<td>203</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>242</td>
<td>248</td>
<td>256</td>
<td>258</td>
<td>232</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5</td>
<td>268</td>
<td>283</td>
<td>298</td>
<td>303</td>
<td>263</td>
</tr>
<tr>
<td></td>
<td></td>
<td>7</td>
<td>368</td>
<td>375</td>
<td>383</td>
<td>385</td>
<td>385</td>
</tr>
<tr>
<td></td>
<td>300</td>
<td>1</td>
<td>243</td>
<td>247</td>
<td>249</td>
<td>249</td>
<td>248</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>248</td>
<td>253</td>
<td>259</td>
<td>263</td>
<td>250</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5</td>
<td>313</td>
<td>329</td>
<td>391</td>
<td>394</td>
<td>263</td>
</tr>
<tr>
<td></td>
<td></td>
<td>7</td>
<td>344</td>
<td>346</td>
<td>384</td>
<td>386</td>
<td>392</td>
</tr>
<tr>
<td></td>
<td>500</td>
<td>1</td>
<td>250</td>
<td>266</td>
<td>268</td>
<td>272</td>
<td>248</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>252</td>
<td>257</td>
<td>279</td>
<td>279</td>
<td>281</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5</td>
<td>266</td>
<td>281</td>
<td>283</td>
<td>284</td>
<td>293</td>
</tr>
<tr>
<td></td>
<td></td>
<td>7</td>
<td>403</td>
<td>418</td>
<td>422</td>
<td>454</td>
<td>458</td>
</tr>
</tbody>
</table>
Figure 1: Execution Time Of Different Algorithms On Various Number Of Web Services For Numeric Type Attribute
Table 2: Execution Time Of Different Algorithms On Various Number Of Web Services For Interval Type Attribute

<table>
<thead>
<tr>
<th>Type of attribute</th>
<th>No. of services</th>
<th>No. of attributes</th>
<th>DS</th>
<th>DS_I</th>
<th>BF</th>
<th>BF_Q</th>
<th>SFS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data Interval</td>
<td>50</td>
<td>1</td>
<td>141</td>
<td>143</td>
<td>156</td>
<td>158</td>
<td>144</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5</td>
<td>143</td>
<td>145</td>
<td>156</td>
<td>162</td>
<td>132</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>1</td>
<td>160</td>
<td>163</td>
<td>168</td>
<td>171</td>
<td>163</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5</td>
<td>158</td>
<td>163</td>
<td>168</td>
<td>172</td>
<td>153</td>
</tr>
<tr>
<td></td>
<td>200</td>
<td>1</td>
<td>188</td>
<td>189</td>
<td>203</td>
<td>206</td>
<td>190</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5</td>
<td>163</td>
<td>165</td>
<td>173</td>
<td>174</td>
<td>168</td>
</tr>
<tr>
<td></td>
<td>500</td>
<td>1</td>
<td>193</td>
<td>208</td>
<td>212</td>
<td>218</td>
<td>215</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5</td>
<td>203</td>
<td>242</td>
<td>253</td>
<td>256</td>
<td>258</td>
</tr>
</tbody>
</table>

Figure 2: Execution Time Of Different Algorithms On Various Number Of Web Services For Interval Type attribute