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ABSTRACT

Human Recognition is one of the admired tasks themworld for recognizing a person using biomethgs
determining physical or behavioral characteristi€ghat person. In our existing work, we have alsea
worked out a multimodal biometric recognition systavith fingerprint, palm print and hand vein. For
getting more accurate recognition of our biometgistem, in this work, we use ear as one of the fitesda
with the fingerprint. In order to improve the clegisible of input image databases, pre-processiing o
images is initially done. After the pre-processirighese images only, the features from the fingetrand

ear modalities are extracted clearly for the furi®cesses. In the fingerprint images, the mieugatures
are extracted directly and from the ear, the sHeptures are extracted using Active Appearance Mode
(AAM). Then, a grouped feature vector point is gairusing chaff points and these two extracted featu
points. After acquiring the grouped feature vegboints, the secret key points are attached with the
grouped feature vector points to formulate the yuzault. Finally, test person’s grouped vector atched

up to the fuzzy vault data base to the accurategrdtion of the correct person. Our proposed wark i
effectively evaluated in Matlab with the evaluatimetrics FAR, FFR, GAR and Accuracy by changing the
secret key size at every time. The results of aappsed work facilitate very better values for the
recognition of persons with the fingerprint and eaodalities. Moreover, our existing work is also
compared with our proposed work for proving that ptoposed work is good. In addition to this, other
existing work papers are also taken for our conspariwork, which clearly proves that our proposedkwo
outperforms other techniques by providing very mbetter recognition accuracy.

Keywords:- Recognition, Multimodal biometric system, Minutetraction, Bifurcation, Ridges, Active
Appearance Model, Chaff points, Fuzzy Vault.

1. INTRODUCTION mode, there is no identity assert from the person
and the biometric system make a decision who the
Automatic recognition of an individual is person is (sometimes, there may be strange person)
referred by using assured physiological of4]. Biometric systems take advantage of iris,
behavioral traits associated with the person, whictetina, face, hand vein, facial thermograms,
is termed as Biometrics [2]. Biometric systems aréingerprints, hand geometry, signature or voiceprin
one of the kinds of a system of pattern recognitioto verify a person's uniqueness. A uni-biometric
and which collects required biometric informationtrait that utilized in User authentication systems
from a person by extracting features and then thosdéten have to challenge with noisy sensor
features are matched up to the database templat&#ormation, constrained degrees of freedom, non-
Based on the perspective of the applicationyniversality of the biometric modality and
biometric system can be worked either of the twintolerable fault rates. Such these troubles aee th
modes — Verification and Identification modes [1].obstacles for the progression of the individual
In Verification mode, every person asserts amatcher’s operational significance. More number of
identity and according to this identity, the bionet proofs of a single person can able to solve these
system make a decision (accept or reject) whethessues that are utilized in Multi-biometric systems
the person is recognized or not. In IdentificatiorBy the usage of these multi-biometric systems, the
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operational significance with the recognition of gpassword pin can never be stolen or lost to gain
person is accomplished [2]. Multimodal biometricaccess by employing a mixture of dissimilar
systems offers better accuracy result by reducingiometric recognition technologies [3]. There is a
error rates and improve the recognition procedsope that the applications of fingerprint biometric
results than the uni-modal biometric systems. Thusuch as ATM, Online money transactions, border
the overall security in the multimodal biometriccontrol will be raising, because of the solid-state
system is improved [10]. sensors availability [3]. Hence, the biometric
In the field of biometrics recognition, Ear s?c/fstem has wide _range_of _applications and works
recognition is drawing more  and more® ectively for the identification of a user. Theftl .
over parts of the paper are arranged as follows: A

consideration. Since, the ear of human beings ha‘ ort analysis of some of the literature workshia t

Sp?c'a' characteristics such as St.ab'l'ty anthultimodal biometric system is offered in Section
uniqueness, several rgsearches are implementi 9 The purpose of this research is accessible in
based on ear modality [9]. The ear does ndl

4 . : ection 3. Section 4 explains the short notesHer t
undergo from changes in facial expression and is

rigidly set in the middle of the side of the head s > 99¢Sted methodology and the frame work for the

that the immediate background is knowable [8]. Assuggested me_thodology. The expenmental effects
. ; o and presentation study conversations are presented
a result to non-contact biometric recognition, ear

" - in Section 5. At last, the conclusion is summed up
recognition has turn out to be an efficient an(?n Section 6
appealing strategy [4]. With this ear modality, '
fingerprint is also added as another trait for th@. RELATED WORKS
biometric recognition. In order to combine these
modalities, the process of fusion is utilized. The Lots of recent research works based on the
majority destructive attacks on a multi-biometricbiometric traits fingerprint and ear are given belo
system are in opposition to the biometric templatesn detail. The problems in these works motivate us
Biometric traits are also known as templates$ thao do this research.

specifies a powerful and stable “association” " . .
between a user and his/her identity [13]. Presently 3D ear recognition [7] carries out fine

: : : - —in illumination deviation or poses variation; it
Biometric templates are susceptible to various_ . . . :
fequires expensive computation and particular

attacks because of their inbuilt character [14]tools The majority of the latest works of Zeay

Biometric templates should not be stored o [6] ear recognition are spotlighted on 2D images
plaintext structure and fool-proof methods aré-- 9 potiig g

needed to firmly store the templates such th#t bo>Nce using 2D iMages 1S more rellable_ with
the safety of the application and the users’ plyrvacOperat'.on in surveillance or other planar image
are not compromised by rival attacks [13]. When geenarios.

user’'s biometric is compromised, his/her identity i Hurley et al. [9] suggested a unique force field
missed. In contradiction of password, biometric isransformation technigue that treated the image as
not cancellable. Therefore, endow with security teange of mutually drawing particles that perform as
the stored biometric template is vital one. Cryptahe source of a Gaussian force field. The forclel fie
biometric systems are authentication systems thehanges the ear images were taken and the force
bring together the initiative of cryptography andfields were after that altered to convergence $ield
biometrics.  Fuzzy vault is a proven cryptoTo execute multiplicative template matching on
biometric construct which is used to secure theernary threshold convergence maps, Fourier based
biometric templates [14]. This is used in our workcross-correlation  methods  were  employed
for the effective security purpose. subsequently.

Biometric systems are widely applicable in most The gray-level ear images classically obtain
of our day-to-day life. Ultra security authenticati anatomy of external human ear. lannarelli [8] has
with better accuracy is offered by Multimodalphysically tried to categorize the human ear
Biometric system of multiple biometric modalities.photographs into four categories, i.e., triangle,
Over traditional electronic access controlround, oval and rectangular, largely on the bakis o
techniques such as RFID tags, electronic keypadfosed contour resulting from shape of the helix
and some mechanical locks, Multimodal Biometriaing and lobule of the ear [5]. The presently used
[5] products offer superior security. They make3D imaging technologies in the literature occupy
certain that the certified user is present in ofder 3D digitizer which can be bulky and in addition
access to take place. The user's approved card fairly costly.
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Yan [11] combined ear and face at score-levehput images to be processed to recognize a person.
using sum and interval fusion rules. On a databaSéne phases in our proposed work are given below.
containing four ear and face images from each of

the 174 subjects using earlier two images as Phasel:. Pre-processmg_
galleries and the latter two images as probes, they Phase|l:  Feature Extraction
' Phase IlI: Grouped Feature Vector

obtained rank-one recognition rates of 93'1%Creation
97.7% and 100% for the ear, the face and the fusion
respectively. Theohariset al. [7] extracted
geometry images from 3D face and ear modalitiec
and fitted annotated ear and face models using tt
iterative closest point (ICP) and a simulated
annealing (SA) algorithm based registration

process.
3.MOTIVATION FOR OUR RESEARCH

Phase1V: Fusion and Recognition

Human authentication is one of the popular task [ croveen
that are used over the world for identifying a pers CREATIGR A
using biometrics by measuring his/her physical o
behavioral characteristics. The physical anc
behavioral characteristics that utilized for
authentication are fingerprints, handprints, palr
prints, hand veins, palm veins, face, eyes, eais, g
voice, signature etc., Normally Biometric systems
can be categorized as Uni-modal Biometric
Systems and Multimodal Biometric Systems, base:
on whether single or multiple biometrics is applied
for person validation correspondingly. Uni-modalFig.1: Proposed Block Diagram With Its Differenages
Biometric systems have to challenge with a mixture ) )

of problems such as: noisy data, intra-class In order to enhance the input image databases,
variations, restricted degrees of freedom, norfre-processing of images is initially made. Then
universality, spoof attacks, and unacceptable faunly the features from the fingerprint and ear
rates. By presenting mu|t|p|e proofs of the Sam@odahues are extracted effeCtlvely. In flngel’prln
distinctiveness, Multi-biometric systems try todin images, the minutiae features are extracted dyrect|
alleviate some of these disadvantages. The goal @hd the ear features are extracted using shapd base
multi-biometrics is the improvement in quality ofActive Appearance Model (AAM). Then using
authentication over an individual method bychaff points and these two extracted feature ppints
synthesizing the multiple features. In our worle th@ grouped feature vector point is obtained. After
fingerprint and ear modalities are fused togetber t9etting the grouped feature vector points, theesecr
make the multimodal biometric system. The reasokey points are added with the grouped feature
to select ear as one of the modalities in our visrk VEctor points to make the fuzzy vault. Finally,ttes
that it has more advantages over all othePerson's grouped vector is compared with the fuzzy
modalities by comprising rich features with it. Bve vault data base to recognize correct person. The
the age of a person get changes, the structutesof P'OCk diagram for our proposed work is given in
ears does not change, since it has stable structutig- 1.

The shgpe of the ear also does not get change, Wheld phase |- - Pre-Process ng

the facial expressions changed.

4. PROPOSED WORK FOR FINGERPRINT The input fingerprint and ear images are first
AND EAR MULTIMODAL BIOMETRIC Cchanged into grey level format. Then the grey level
RECOGNITION SYSTEM fingerprint and ear images are preprocessed using

Adaptive median filter to remove salt and pepper
In our proposed work, the biometric recognitionnoise. The input image may contain noises which
system uses fingerprint and ear modalities for th@amage the good pixels in the image. In order to

recognition purposes. Fingerprint and ear are tHebtain good accuracy, the noise must be removed
from the input image. In our proposed work,

adaptive median filter is used to remove the gsalt a

FEATURE EXTRACTION PHASE

inutine Extraction Ear-Shape based AAM
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pepper noise. This adaptive median filter works | ocal standard deviatiowrl(i, j) is calculated as
based on the local statistics characters. It detbet

impulse by calculating the difference between the Sk 2K .
standard deviation of the pixels within the filter z Z(Sdi,j _/11(|’ J))
window and the concerned current pixel. g](i ' J) = [ mEizk n=izk (5)
Let the fingerprint and ear databases consists of W(I’ J)
many fingerprint and ear images and K i be Then using these local mean, standard deviation

one of the grey level images X at and also a user defined multiplie(um)upper

Iocation(i, j)taken fom the database, 21d0Wer bounds are calculated.

sd_.. ,Sd, ., are the lower and upper bounds Lower bOU”d(Sd min ) is calculated as

of X respectively. stmin :,uil(i, j)— umx aj(i, j) ©)
e, S, < X ; <sd 0 (i . )D a, And Lower bound(sd, , ) is calculated as
where,aE{lZ,...m}X{lZ..n} Sdma) :Iu]_(i, j)+umxg]_(i, J) )

The grey level of imageX at pixel location
(i v ) is given by probability 4.1.1 Process of Adaptive median filter

: e The working procedure of Adaptive median
SChn Wl_th prObabI-Il.t yp filtering is described below,
Yii =1 S0ma with probabilit yg (1)

1.Initialize the window siz&V = 3.
Xi,j’ 1_ p_q

The noise level is defined a6 = P + ( and

sd " ={f.1):[k -i[ s wand li-t]sw. Here

2.Calculate maxmurﬁsd ,mm Wj ,  minimum

(sd max, W) and medlan(sd med, Wj of the

o ) ixel values i W
Sdivyvj is window of size W X W centered at P rSd' J

L m|n w med,w max, w
(I, ] ) Wmax X Wmax be the maximum 3.1f sdi, <sdij " <sdi]  fhen

window size. go to step 5. OtherW|se mcrement the window
sizeW by 2.
S 1y + S are calculated as follow: 41f W< Whgx go to 2. Otherwise replace
ik j+k Yi beSdumed Wmax
SUm(| | ) = m;k n;_dem’n @ sifsd Im|n Wey < sd!" max w then
) Yi , j is not a noise candidate otherwise replace
Wi, j)=(2 +1 (3)
( )( ) yjbySdmedW-

Local mean valugy](i,j) is of the moving In the above adaptive median filter algorithm, the
window is calculated as noise candidates are only replaced by the

Sun'(l ) mediansd Imed W while remaining  are
,Ul(' ) (I J) (4) unaltered. Using the above adaptive median filter

algorithm the salt and pepper noise is removed
from the given input fingerprint and ear images and
the preprocessed fingerprint and eye images are
then subjected to feature extraction process.
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4.2. Phasell: - Feature Extraction 18

The preprocessed fingerprint and ear images are CN(P) == Z|P| - Pi+1| (8)
given as the input to this feature extraction phase 2=

The feature extractions for the fingerprint and ear |, the above e
images are done separately on the preprocessed ) ) ]
images. value in the neighborhood B¥, in which the value

4.2.1. Featuresextracted from fingerprint of B is 0 or 1 andR =F;. According to the

Rutovitz's definition, the pixel locations are
Minutiae features are extracted from the prespecified as given in the following table I.

processed fingerprint ~ images. ~Ridges and Taple I: Pixel Locations As Per Rutovitz's Defiaiti
Bifurcations are the minutiae features to be
extracted from the fingerprints. In order to extrac
these minutiae features accurately, we need to do P, p R
the thinning process on the pre-processed
fingerprint images before extracting the features. Ps P, Ps
The following sections explain these processes in
detail.

gn. (P indicates the binary pixel

P Ps P,

If the Crossing Number at a pixeP that
4.2.1.1. Fingerprint thinning process obtained using the eqn. (8) is equal to 1 means, it
indicates that the skeleton of the image is a ridge
Thinning process decreases the thickness ehd. And also, if an obtained Crossing Number at a
every pattern lines into a single pixel width. Apixel P is equal to 3 means, it denotes that the
morphological thinning function is initially used inage is a bifurcation. This is the better condiitio
which can be used easily for our work with the el finding the minutia points. Thus the ridge and

of the functions used in MATLAB platform. And pjfrcation minutiae features are extracted from th
then the thinning operation is performed to remov@ngerprint images.

the redundant pixels of pattern lines until allen
are into a single pixel width. The location of the4.2.2. Features extracted from ear using AAM
centre black pixel is found at every continuatidn o
the curve. The redundant pixels in every small 3x3 After the extraction of the fingerprint features,
window of image are marked for every scan. Mor&ve extract the features from the ear images. In our
number of scans is occurred and then finally aiork, ear features are extracted using Active
those pixels that are marked down in these scafA¥pearance Model (AAM). Mostly, AAM is used
are eliminated. Now the resultant images afteior face images only. But, in our work, we can use
app|y|ng thinning a|gorithm are in sing|e pixe| this for extracting the ear features based on the
width with no discontinuities. Every ridge is shape.
th_inned to its centre pixel. Thinn.ing process alsa 2 2 1 structure — AAM
eliminates the noise from the images. Thinned
images are qlso called as skeletonize_d ir_nagese sinc AAM is made by the mixture of shape model and
the process is also called as skeletonization. texture model, which is a numerical model of form.
4.2.1.2. Fingerprint minutiae extraction The features that are extracted contain both the
information of shape and texture. The deviations in
Finding minutia points on the thinned images aréhe shape are taken by lining up the landmark
the next important step for the minutiae extractiorPoints and after that Principal Components
Based on the number of neighboring pixels, thé&nalysis (PCA) is executed on those points. The
minutia points are marked by locating the ridge enEigen values are employed for altering the shape by
points and bifurcation points on the thinned imagedarying the elements of shape model parameters.
For the minutiae extraction process, Crossind© attain a shape free patch, we can do the texture
Number of each pixel is considered. Crossingnodeling by twisting the images into the mean
Number (CN) for a pixelP is denoted as per the shape for a specified means ear shape. Texture

Rutovitz’s definition, which is given below in egn. modeling is moreover related to the shape
8). modeling. It is acquired by means of PCA. By

uniting shape model parameter and grey-level
model parameter, appearance model parameter can
be prepared. PCA is used on united parameter
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vector and next the appearance parameter thedmponents, M. We will require containing a
manages both shape and texture of the model défferent set of images for the training if we desi
computed. By varying the appearance parameter,td make novel shapes that are not there in the

is feasible to attain changes in both shape aqpaining data set. The major componegts points

texture. out global deviations of the ear in accordance with
4.2.2.2. Ear shape model construction the training data set, that alter shape and appear
make bigger as we age. Ears droop as soft tissue
A 2-Dimensional shape model ‘SM’ withp’  such as skin, fat, and muscle loosens up and
points are employed for this erection. Lot of tegtu Structural support alters (bone recedes with tisoe,
and shape information has offered in the pointghere's less foundation to hold the skin and caytil
which are consigned in areas of the ear. The shapk). Besides, loss of flexibility and collagen het
model has number of instance$’: Each of these skin causes drooping. Fig. 2 demonstrates how an
instances is symbolized as a vector, which enclos€8r image pointed with landmarks.
‘2p’ elements, that is the X, y co-ordinates ofteac
of the ' p’ points.

s= (xl,yl,xz,...,xp,yp)T ©9)

To line up all the training shapes in the pre-
processing step, Generalized Orthogonal Procrustes
Analysis is employed. With the assist of this
algorithm, all elements that are caused by
translation, rotation, scaling is removed from the
data set. This is in addition useful to make
additional shapes by mirroring the training shapes
parallel. This expresses to a novel training data s

d of D = 2D training instances. On the basis of4.2.2.3. Ear Appearance model Construction

training data set, work out the mean sh&pas the In Active Appearance Models, Appearance
model is as well one of the parts. Change of the
high dimensional input images into a linear
For finding the foremost components of allsubspace of Eigen values are applied by the
shapes in the training data set, Principle ComponeAppearance model. The output of this directs to
Analysis (PCA) is constructive.  Selectéxtreme diminution of the dimension of the
Mcomponents containing ofM biggest Eigen Parameter space. We need to eradicate the noise in

values as the shape componesiswhere i takes the |m§ge by f||te.r|ng gll input |mage§ n th's
| (X) with a Gaussian Filter. For piecewise affine

conversioWV (X, p), the input image is changed

Fig. 2: Overview Of Shape Based Active Appearance
Model —An Ear Image With Landmark Points

mean of all the training exampleB) .

the values froml to M. Therefore, the rebuilding
of shapes of the training data set and the geoerati
of novel shapes are feasible. The generation afto the basic shapesgtol (W(X, p)). Use the

novel shapes is not part of the data set whicloire pistogram equalization on this normalized image

the basic shap&gand a linear combination of the for the decrease of lighting influences next. A PCA
is used on the input images to normalize the input

images in this way. Choose ttké components that
having the Eigen values as the appearance

D m
S:i zdi' + ZV s (10) components A (X)to A (X). The mean of all
D =1 i=1 stabilized input images is fabricated the mean
appearance componefg (X) .

components; .

DI 1
where, the value of shapgy = i Zdi. LD
s A= T IWeR) A

The rebuilding of the shapes has the deviation in ]

quality according to the number of applied
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The generation of an imagé(x) with the basic  represented a€,, . The grouped feature vector is

shape Spis feasible depending on the appearancereated by sum the total number of extracted featur
points from fingerprint, ear and chaff points.
Therefore, the total number of points to be extract
explains this. from a person is specified as follows,

component#y (X). The subsequent equation

m G =fe +c (14)
A(X) = Ag(X) + > A A(X 12 " noon
(x) AO( ) EL i A () (12) Thus, the grouped feature vectar for a person
4.2.2.4. AAM Instances p is represented as,

Model instance is prepared by the combination of Gp :{fp +€p> Cp} (19)
both shape models with the appearance model. TheHence, we can get the grouped feature vectors by

model instanceM (W (X, p)) points out the joined adding the fingerprint, ear feature modalities and
appearance model and its shape. The appearar?@@ﬁ points.
parameters A=(A;...A;,,) and the shape 4.4.PhaselV: - Fusion And Recognition

parametersV=(Vy...V) are required because of |y order to develop the template security, the
this reason. It is uncomplicated to work out thesecret key concept that generate fuzzy vault is
image A(X) in the form of the basic shayg with com'bined to the grogped feature vector. .Initially,

. . . fthe input secret key is encoded to make its secret
the exploit of equapon (12). By the practice 0key points that created based on the number of
warpW (X, p), the image A(X)can be changed gigits in the secret key. After the creation of the

into the shap8 . As a result the shape features fronfecret key points, the fuzzy vault is generated by
. fusing the secret key points with the grouped
the ear images are extracted successfully by meagsyre vector points.
of Active Appearance model. _ _
4.4.1. Process of creating the secret key points and
43. Phase Ill: - Grouped Feature Vector fusion

Creation Consider that the input digit i$, and the key

To recognize a person, we need to group all thggit isK,, then the x and y co-ordinates are

features taken from a person’s modality. In this

work, we want to group the feature vectors that ar%escnbed as follows,

obtained from every feature of the modalities. The X —axis = K, x (I, +K,) (16)
features extracted from fingerprint and ear are _ d d d
denoted as f and€ , respectively. Each of these Y —axis =K, 17)

modalities has the number of feature points. The The representation of the secret key points for
total number of feature points in fingerprint arat e any input digit | 4 is as[ Ky (I, +Ky), Kd]_
are represented ad , and€, , respectively. The The size of the input secret key is consideredas

total number of feature points from the modalitiend now the secret key is specified as,
used in our paper is represented as follows. _
Sup=Si1sSyzreeeeSus (18)

fe” B f” &, (13) And here,d denotes thed" digit; P denotes

It is not only enough to create the grouped th _
feature vector point of a person with these exérct the P person. The representation of the secret
feature points of fingerprint and ear features onlykey points for each of the secret key digit is
We also need chaff point§; to create the grouped specified as,
feature vector point. Chaff points are the extra
added random points with the feature points that Pdp :{(Sdl’ldl)! (SdZ’IdZ)"'"’(Sds'Ids)}
improve the security of the grouped feature vector (19)
that to be created. The number of chaff points used

for creating the grouped feature vector is
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In egn. (19)] dp denotes the secret key digit and ]
Compare the input grouped feature vector

is represented a6, X (I, +K;). The fuzzy pointsG, :{ft €, Ct} , to the fuzzy vault of the

vault is generated by combining the secret keyatabase. The authentication of the test person is

points obtained from the above eqn. (19) with the . .
grouped feature vector points obtained from thgranted, when all the points i, are matched

eqn. (15), which is specified as follows, with the fuzzy vault of the database. Otherwise the
authentication is failed. Once all the points ie th
FVa ={f4.ed. &.Sa1 Sz - Sas} (20) combined feature vector of a test person matches

0<d <total naof persons with the fuzzy vault, then certain points in the4y

Thus, fuzzy vault for every person is stored irvault will be still left alone. These points aresth
the database and the total number of poinused as a secret key points and the x co-ordirfate o

obtained in the fuzzy vault is represented as, these points are taken as the secret key of the
P = person. For example, if
=1, +e +C +S 21 —
ponom ( ) Pdp_{(sdl’ldl)’ (Sd2’|d2)1""1(Sds’|ds)}
By fusing the grouped feature vector points anc .
the secret key points, we can create the fuzzy fale the points, the‘?'dll PP ds} be the
in this manner. The process of generating fuzzsecret key. Thus, the security of a person’s
vault is given in the following fig. 3. fingerprint and ear templates is improved using
fuzzy vault.

Encoding
. . Grouped feature
/0 — /0 — 5. RESULTS AND DISCUSSIONS
Input Secret key /
In this section, the results of proposed
T _ multimodal biometric approach for the recognition
5 Sy . Fuzzy Vault . . - .
. T of finger print and ear modalities using Fuzzy \aul
""" are discussed. Our proposed methodology is
implemented in MATLAB platform.

4.4.2. Recognition of a person 5.1. Dataset Description

Make Secret Key

Recognition is a phase, in which a person is For each finger print and ear images, CASIA
tested with his/her fingerprint and ear modalities. database and IIT Delhi Ear Database are used in our
our work, the fingerprint and ear modalities aregpaper, respectively. The detailed description chea
subjected to pre-processing and then the featurgataset images is given below.
are extracted from these modalities to produce
grouped feature vector points. This grouped featue
vector points of a test person is compared with the , ) )
database of fuzzy vault and then check whether the CASIA Fingerprint Image Database Version 5.0
grouped feature vector is matched with the fuzz?r CASIA-FingerprintVs5 ~ comprises 20,000
vault or not. If it is matched, then the autherttima  IN9€rprint images of 500 subjects. The fingerprint
is granted by generating the secret key to confirinages of CASIA-FingerprintV5 were incarcerated
Otherwise, the authentication is denied. Th&Y means of URU4000 fingerprint sensor in one

recognition process is illustrated in the followingSeSSion- The volunteers of CASIA-FingerprintVs
fig. 4. consist of graduate students, workers, waiters, etc

Each volunteer offered 40 fingerprint images of his
() ‘ S— eight fingers (left and right
s ) (s thumb/second/third/fourth finger), i.e. 5 images pe
pefaifitiiey] |ttt finger. To produce considerable intra-class
= variations, the volunteers were asked to revolve
Authentication | their fingers with different levels of pressure.l Al
Dottt | fingerprint images are 8 bit gray-level BMP files
and the image declaration is 328 x 356. The
subsequent fig. 5 shows the model database images
paneay] for the fingerprints.

inger print

Fuzzy Vault
Database

granted [

Fig. 4: Process Of 'Recogn‘ifion Of A Person
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Fig. 5: Sample Fingerprint Images From CASIA-
Fingerprint V5 Database
Ear

IT Delhi Ear Database version 1.0 chiefly
contains the ear images gathered from the student
and staff at IIT Delhi, India. Using an easy imagin
setup, this database has been obtained in IIT Del
campus during Oct 2006 - Jun 2007. All the images After obtaining pre-processed images, features

are obtained from a distance (touchless) by meags - both the fingerprint and ear images are
of simple imaging setup and the imaging is

i . : xtracted using separate method. From the pre-
executed in the indoor surroundings. The presentEn/.‘ g sep b
|

(@
(b

hIi:ig. 7: Pre-Processed Images: (A) Fingerprint (B3rE

)

. ] . rocessed fingerprint image, initially the thinned
obtainable database is attained from the 12 age is obtained for extracting the features

dissimilar subjects and each subject has at Ie%‘inutiae. From the thinned fingerprint image the

threg eta;]r images. The f;térg SUbJECt_IS_An tgetdgmbqiqi}urcations and ridges as the minutiae points are
are in In€ age group 14-oc years. 1he aatabase Qy.,otaq. The fingerprint feature extraction pssce

471 images has been consecutively numbered f%r explained in Section 4.2.1 and the feature

each user with an integer identification/number : . . L
. i : .~ extracted h the foll fig. 8.
The resolution of these images is 272 x 204 p|ersX réc © |maged S S own in the fo on|ng '9

and all these images are accessible in jpeg forme
This database moreover offers the automaticall
normalized and cropped ear images of size 50 x 18
pixels besides to the original images. Lately, &
larger version of ear database (automatically
cropped and normalized) from 212 users with 75¢
ear images is moreover incorporated and mad zZ
obtainable on request. Fig. 6 demonstrates th
model ear database images.

Fig. 6: Sample Ear Images From IIT Delhi Ear Databa

(b)
Fig. 8: Feature Extracted Images Of Fingerprint) (A
Thinned Image (B) Minutiae Extracted Image

Versionl.0 The pre-processed ear images are also subjected
to the process of feature extraction using Active
5.2. Experimental Results Appearance Model. The shape features are

extracted from the pre-processed ear images.
The fingerprint and ear images are taken fromotally 12 points are considered for our work from

the databases details in Section 5.1. These dfee ear image. The ear feature extraction proeess i
initially gets pre-processed using Adaptive mediaexplained Section 4.2.2 and the shape feature
filter for getting noise and blur removed imagespointed images are shown in the following fig. 9.
The pre-processing process is given in detail & th
Section 4.1. Both the fingerprint and ear imagds ge
pre-processed in the same manner and the pr
processed images are given below in fig. 7 for bott
the images.

Fig. 9: Shape Feature Points Extracted From Ear ges

After extracting the features from fingerprint and
ear images, the grouped vector points are generated

e ——
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(Section 4.3) and then the fusion using fuzzy vault Table II: Results Of Proposed Multimodal Biometric
followed by recognition process is carried out System Using Fingerprint And Ear Modalities With

(Section 4.4). Hence, the images from the database Various Secret Key Sizes
Secret FFR

7]

are authenticated for each person. Key FAR (in GAR Accuracy
5.3. Perfor mance Evaluation Results Size (in %) %) (in %) (in %)
4 0.72 0.3 0.7 98.8
In order to evaluate our proposed multimodal| 6 072 | 03 0.7 98.8
biometric  authentication system based on|_ 8 0.7 0.3 0.7 98.8333
fingerprint and ear images, some of the evaluatio 10 0.7 0.3 0.7 98.8333

metrics are utilized. The evaluation metrics used f
our work are False Acceptance Rate (FAR), False The above table Il shows the Results of proposed
Rejection Rate (FRR), Genuine Acceptance Raf@ultimodal biometric system using fingerprint and

(GAR) and Accuracy. ear modalities with various secret key sizes 4,6,
and 10. From this, we can able to understand that
False Acceptance Rate (FAR):- accuracy of the multimodal biometric result gets

It is the measure of the likelihood that thehigh value for the recognition of the correct perso
biometric security system accepts the images thgking the modalities fingerprint and ear. For the
are incorrectly matched with the stored databasgcret key sizes 4, 6, 8 and 10, we can obtain the
Images. accuracy values of 98.83%, 98.61%, 98.83% and

98.61%, respectively. The FAR values are not low

_ Numberof incorrect personsaccepted  (22) value in compared with the FFR value. Even the

FAR values are low, it does not affect the

recognition accuracy result, since our proposed
method provides above 98.5% accuracy value. In

FalltseiSReLE(;tlorgeR;Stle”(gRg):{he likelihood that the?Yr work, the value of GAR for each various secret

. ) o
biometric security system rejects the images thgtey size is 70%. However, the results of

are correctly matched with the stored databasrgCognition accuracy are very mUCh better value for
images our proposed work. The following table Il and IV

shows the results of biometric system only using
__ Numberof correct personsrejected  (23) fingerprint and ear alone, respectively.
Totalnumberof personsinthedatabase

" Totalnumberof personsnthedatabase

Table Ill: Results Of Biometric System Of Fingempri
Alone With Various Secret Key Sizes

Genuine Acceptance Rate (GAR):- Secret .
tis th bability of trul tchi . that Ke FAR FFR (in GAR Accuracy
is the probability of truly matching images tha K y (in %) %) (in %) (in %)
are matched by the biometric security system an Ize 55 5 55 5
total number of images in the databathe value g 0.9 0'1 09 92'2
of GAR is calculated from the False Rejection Rate[—3 08 02 08 08
in egn. (23) and it is given in below eqn. (24), 10 0.7 0.3 0.7 98.8333
GAR=1-FRR (24) Table IV: Results Of Biometric System Of Ear AMfith
Accuracy: - Various Secret Key Sizes
Overall Accuracy of our biometric security | Secret | FAR FFR GAR | Accuracy
system is described as from the value of FAR andXeySize| (in%) | (in%) | (in%) (in %)
FRR 4 0.8 0.2 0.8 98
' 6 0.9 0.1 0.9 95.5
8 0.7 0.3 0.7 98.8333
FAR/FRR
Accuracyzloo—(—2 (25) 10 0.9 0.1 0.9 9.5
The results of these two tables II, 1ll and IV are

The results for our proposed multimodal . . L
biometric system based on fingerprint and edplotted in the following graph in fig. 10 for the

modalities with different secret key sizes are givecom_parlson . of Fhe uni-modal  system  and
below in the table II. multimodal biometric system.
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facilitates 95.5% and 98% of accuracy values,
which is lower than 98.8% of proposed fingerprint

and ear biometric system. Likewise, for the secret
97 | Blmgapnntalons| ey sizes 6, 8 and 10, our proposed work only gets
06 | OFar alone higher accuracy value of 98.8%, 98.83% and
' ' N 98.83%, respectively. The FAR and FRR values are

95 A Fingerprint and

Ear high for the fingerprint alone and ear alone
LL } modality system, when compared with the proposed
03 Ll F . —Lid - multimodal system. From the results of fig. 10, we
4 6 8 10 can prove that our proposed fingerprint and ear
Secret Key Size multimodal biometric system is very better in
Fig. 10: Graph For Accuracy Values Of Uni-Modal  compared with the uni-modal system recognition.
Recognition System And Proposed Multimodal

Recognition System 5.4. Comparison Results

Accuracy values (in %)

The above fig. 10 illustrates that our proposed Our proposed work is compared with our
multimodal biometric system is better than the Uniexisting multimodal biometric system based on the
modal system. For our convenience and proof, wingerprint, palm print and hand vein and the
also implement the results of fingerprint alone anéxisting work in ref. [12]. The recognition FAR,
ear alone biometric system. For each secret kdyRR, GAR and accuracy results of our proposed
size, the accuracy values get changed. Thend our existing work are given in the following
fingerprint alone system and the ear alone systetable. V.

Table V: Comparison Results Of Our Proposed And BXisting Works

Secret key 4 6 8 10
ize

Evaluation Existing Proposed| Existing Proposed Existing Proposed Exjsii Proposed
Metrics

FAR (in %) 0.45 0.72 0.45 0.72 0.45 0.7 0.45 0.7

FRR (in %) 0.15 0.3 0.15 0.3 0.15 0.3 0.15 0.3

GAR (in %) 0.85 0.7 0.85 0.7 0.85 0.7 0.85 0.7

Accuracy (in %) 98.5 98.8 98.5 98.8 98.5 98.8333  .598| 98.8333

Our Proposed work is compared with our From fig. 11, we can find that our proposed work
existing work and the comparison results of whicloffers good recognition accuracy of 98.8%, 98.8%,
is given in the above table V. Our existing work i98.83% and 98.83% value for the secret key size 4,
based on the modalities fingerprint, palm print an®, 8 and 10, respectively. But, our existing work
hand vein, but our proposed work is based on thgave 98.5% of accuracy for all the secret key 4ize
fingerprint and ear modalities. Ear is the effeetiv6, 8 and 10. Even the FAR and FRR values of our
trait for the accurate recognition of person. Thexisting system is better than our proposed system,
graph for our comparison results of recognitiorthe recognition accuracy is lower than our proposed
accuracy in table V is plotted in the following .fig one. But, in our proposed work, the higher value of

11. FAR and FRR in our proposed system does not
affect the recognition accuracy. Both the existing

98.85 1 and proposed works has good GAR values.
5 9§8§ ] Moreover, in our existing work, the accuracy values
g 9871 - not changed according to the key size changed. But,
Rl JowBeme - the recognition accuracy of our proposed work has
Z 9855 | e changed with the changes in secret key size. From

§ ol all these results, we can additionally prove that o

2 084 | proposed biometric system is good for the
aia ] — (i T [) recognition of correct person in compared with our

4 6 s 10 existing biometric system by the use of ear

Secret Key Size moda“ty

Fig. 11: Comparison Graph For The Recognition - ) ]
Accuracy Between Our Proposed And Our Existing Work In addition to this comparison, we also compare
With Various Secret Key Sizes our proposed work with the existing work -

e ——
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“Feature Level Fusion of Biometrics Cues: Humars. CONCLUSION

Identification with Doddington’s Caricature”,

which was worked out by Dakshina Ranjan Kisku The stages in our proposed work for the effective

[12] using the modalities fingerprint and ear. et human recognition system were (1) Pre-processing

following table VI, we can find the recognition (2) Feature Extraction (3) Grouped feature vector

accuracy of the work in ref. [12]. creation (4) Fusion and Recognition. Our proposed
multimodal biometric recognition system with

Table VI: Comparison Results Of Recognition Accyrac .. . - .
pari ! gt , fingerprint and ear modalities was effectively

Between Our Proposed And Existing Feature Level

Fusion Works

implemented in Matlab. For the evaluation of our

Average Accuracy of theworks (in work, the evaluation metrics FAR, FFR, GAR and
Recognition in _ %) Accuracy were measured by changing the secret
type feaEt)L(:IrStellne?/el Proposed fuzzy key sizelgt each time. The results of our proposed
fusion vault fusion work facilitated better accuracy value of 98.8166%
Fingerprint 95.02 96.958 on average, for the recognition of persons with the
Ear 93.63 96.958 fingerprint and ear modalities. Moreover, our
Fingergrim and 08.71 08.8166 existing V\'/ork.- mult?modal biometric recognition
Gl system with fingerprint, palm print and hand vein

modalities was also compared with our proposed

The comparison graph for the table VIis given inyqry for proving that our proposed work is good, in
the fig. 12, which shows the effectiveness of oUjhich our proposed work provides 0.3166% of

proposed work.

100

©
o

98 -
07 |
96

95 -
94 -
93 -

Accuracy of recognition (in %o)

OExisting feature
level fusion

OProposed tuzzy
veult fusion

Fig. 12: Comparison Graph Of Recognition Accuracy

Results Of Existing And Our Proposed Work

The comparison results in fig. 12 explain thézl
separate work of modalities also. In the existing
work in ref [12], 98.71% of recognition accuracy )
was achieved by the multimodal system using botts] A K. Jain,
the fingerprint and ear
proposed system using both the fingerprint and ear
modalities facilitate 98.8166% of average accuracy,
which outperforms the existing work with its higher
accuracy value.
separately worked out in the existing work, the
fingerprint alone and ear alone provided 95.02%
and 93.63% of accuracy values, which is lower
value in compared with our proposed work of
96.958%5] Ribaric, S.,
respectively. From these comparison results of
existing works, we can prove well that our
proposed multimodal biometric system is very good
recognition of persons by using the modalities

accuracy

values

Even

fingerprint and ear.

modalities.

the

96.958%

But,

and

our

modalities werd4] S. Ben-Yacoub, Y. Abdeljaoued,

accuracy than our existing work. In addition tcsthi
other existing work papers were also taken for our
comparison work, which clearly proved that our
proposed work outperforms other existing
techniques by providing very much better
recognition accuracy by exceeding 0.1066% of the
recognition accuracy of existing work.
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