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ABSTRACT

A sensor network basically comprises of low cosisse nodes which gather data from the environmedt a
transmit them to sink, where they will be afterwardcessed. Owing to the high density of sensoesod
and restricted communication range, packet forwaydh sensor networks is regularly achieved through
the multi-hop data transmission. Consequently,imguin wireless sensor networks has been counted a
significant field of research over the past decaHeus, we present an inclusive review and present
classification on the current routing sensor prokecwhich are particularly designed for wirelesasor
networks. We emphasize the main motivation behireddevelopment of each routing protocol category
and clarify the operation of different protocolsdetail related to energy issues, with emphasisheir
advantages and disadvantages. Moreover, the cumdtipath routing approach is broadly used in leiss
sensor networks in order to improve network perfomoe such as load balancing, reliability, fault
tolerance, bandwidth aggregation and QoS Improvéniérrefore, in this paper we highlight the notain

the multipath routing approach and its essentiallehges, additionally the basic motivations falizihg

this technique in wireless sensor networks. Intiadiwe contrast and review the state-of-the-arttigath
routing protocols that based on energy aware methaodt tolerance and QoS multipath routing. At érel

of this paper, a characterized comparison has fesvarded on these methods based on the analysis
outcome.

Keywords: Wireless Sensor Networks, Routing Protocols, EndEfficiency, Fault Tolerance, Qos,
Multipath Routing.

1. INTRODUCTION performance demands of various applications is
deemed as a significant problem in wireless sensor
The current progresses in wireless communicatiometworking. Thus, researchers have suggested
technologies and the manufacture of low-cosseveral routing protocols to develop performance
wireless devices have contributed to thalemands of different applications throughout the
introduction of low-power wireless sensorrouting layer of sensor networks protocol stack [4]
networks. Owing to their simplicity of deployment Almost all of the routing protocols can be classdfi
and the multi-functionality of the sensor nodesbased on the structure such as data-centric,
wireless sensor networks have been exploiting forlderarchical and location- based. Data-centric
diversity of applications such as environmenprotocols are query-based and depend on the
monitoring, target tracking and healthcare [1].Th@aming of desired data, which helps in eliminating
major responsibility of the sensor nodes in everynany redundant transmissions. Hierarchical
application is to sense the target area and brgadcarotocols aim at clustering the nodes so that efust
their collected information toward the sink node foheads can do some aggregation and reduction of
additional processing. Resource restrictions of théata in order to save energy. Location-based
sensor nodes and unreliability of low-powermprotocols utilize the position information to relay
wireless links [2],in addition with, diverse the data to the desired regions rather than thdewho
performance demands of different applicationmetwork. Also, the routing protocols can also
entail many challenges in designing efficientlassify based on operation such as multipath-
communication protocols for wireless sensobased, query-based, QoS-based negotiation based,
networks [3]. In the meantime, designingand coherent-based Protocols [5]. Furthermore, the
appropriate routing protocols to perform differentmajority of the present routing protocols in wirgde
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sensor networks have designed based on the singleuting protocols [10, 11]. Therefore, the current
path routing tactic without deeming themultipath routing protocols which have proposed
consequences of a variety of traffic load density. for traditional wireless networks such as ad hoc
this tactic, every source node chooses a single patetworks cannot be used directly in low-power
that can assure performance requirements of tilsensor networks [12]. Over the past years, this
intended application for transmitting its traffio t problem has motivated the research community of
the sink node. While route discovery throughoutvireless sensor networks to develop multipath
single-path routing tactic can be executed witlouting protocols which are important for sensor
minimum computational complexity and resourcenetworks. There are numerous research papers
exploitation, the limited capacity of a single pathsurveying proposed routing protocols for wireless
highly decrease the achievable network throughpsensor networks. These surveys illustrate and
[6]. In addition, the low flexibility of this taati analyze the general routing tactics proposed for
besides node or link breakdown may extensivelgensor networks. On the other hand, none of these
decrease the network performance in criticditeratures has presented a comprehensive
situations. For example, when the active path failslassification on the presented multipath routing
to convey data packets due to restricted powerotocols for wireless sensor networks based on
supply of the sensor nodes, high dynamics dafnergy aware, fault tolerance and QoS based
wireless links and physical harms, discovering amultipath routing. The authors in [4] have
alternative path to carry on data transmissiopresented routing challenges and design issues in
process may cause further delay and overhead wireless sensor networks. They categorize all the
data delivery. Thus, owing to resource restricibn presented routing tactics based on the network
sensor nodes and the unreliability of wirelessdjnk structure and protocol operation. In addition, the
the single-path routing tactics cannot be deemealithors [13] have also presented a short overview
effective techniques to meet the performancen the existing fault-tolerant routing protocols in
demands of various applications. In order to handireless sensor networks and grouped these
the restrictions of single-path routing techniquesprotocols into retransmission-based and replication
another type of routing scheme, known as multipathased protocols. Furthermore, [14, 15] categorize
routing approach has become as a promisinipe presented multipath routing protocols in ad hoc
technique in wireless sensor and ad hoc networksetworks based on the main criterion used in their
Intense deployment of the sensor nodes permitsd@sign. Moreover, [16] have surveyed multipath
multipath routing approach to make several pathsased Infrastructure, non-Infrastructure and coding
from individual sensor nodes to the target [7]multipath routing. Thus, the primary stimulus of
Finding paths can be exploiting concurrently taaccomplishing this research was the lack of a
present sufficient network resources in rigorousomprehensive survey on the proposed multipath
traffic conditions. On the other hand, every sourceouting protocols for wireless sensor networks
node can employ only one path for datdbased on energy aware, fault tolerance and QoS
transmission and change to another path when nodeare multipath routing. To the best of our
or link failures. The multipath routing approach isknowledge, this paper is the first attempts to
primarily used for fault-tolerance purposes, arid th categorize and investigate the operation of routing
is known as an alternative path routing [8]sensor network and also it provides a
Previously multipath routing approach have beenomprehensive review of multipath routing
broad been exploiting for diverse networkprotocols with highlighting on their advantages and
management purposes such as improving energjsadvantages of the presented multipath routing
efficiently, providing fault-tolerant routing, Qul  protocols in sensor networks.

of Service (QoS) [9] and congestion control support

in traditional wired and wireless networks. On the. GENESIS OF WIRELESS SENSOR

other hand, the distinctive features of wireless NETWORK

sensor networks such as constrained power supply,

low-memory capacity, higher rate of nodewireless sensor network is made of single nodes
deployment that are subjected to frequenjhich have the capability to interact within a
breakdowns, QoS constraint and limitedspecific geographical area through the sensing of o
computational, as well as the characteristics @y controlling the physical boundaries through the
short-range radio communications namely, fadingollaboration of sensor nodes and wireless
and interference Introduce new challenges thafonnection to enable transmission of information
should be tackled during in the design of multipatfrom nodes to the base station [17]. However Smart
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Dust at DARPA (Defense Advanced Researckecreasing energy conditions of the entire network.
Projects Agency of USA) defined WSN as: “ATask Manager: The tasks Manger acts as a gateway
wireless sensor network is a deployment of hug® other networks. The base station also called the
numbers of small, low-cost, self- powered devicesentralized control room for data extraction, sgdrea
that can sense, compute, interact and communicatdormation back and forth to the networks, data
with other devices in order to gather localprocessing and storage center with user access
information to make global decisions about theontrols. See the figure 1 below for a description;
physical environment” [18, 19]. The evolution of[17].

WSN development begun with the United States o R toncd
America (USA) during the period of the Second mmthim,
World War with the then Soviet Union which is ’
now Russia. The USA positioned acoustic senso
network at a tactical spot at the bottom of the se: ¢
floor with the intention of tracking Soviet Union

submarines. The acoustic sensor network % 0 i
application at that time were known as Sound Hk 00
Surveillance System (SOSUS), and it was wired TaskMansg:
network instead of the current wireless sensol Sadie Bl

network so the challenges of energy and bandwidtl.
limitations are less minimal [20]. Major research  Figure 1: Wireless Sensor Networks Model And
into innovative and advanced sensor networks was Architecture
initiated by DARPA by USA with the introduction
Distributed Sensor Networks (DSN) project inData is streamed to these workstations eitherhda t
1980. The acoustic sensor network comprises dnternet, wireless channels, satellite etc. Sensor
transmission, processing schemes, algorithm8€tworks deployed in a specific geographical area
routing and distributed  software systems.does construct a wireless multi-hop network, and
Modernization has also led to rapid advancement #f¢ sensor nodes apply wireless medium for
sensor networks recently with the building of smalfransmission namely infrared, radio, Bluetooth
and inexpensive micro-electro-mechanical systenfi!fing communication. The figure 1 above is the
(MEMS). Therefore, the project developed bydeneral view of sensor network made by task
DARPA contributed dynamic ad hoc networkMmanager, internet, base station and sensor fields
environments and wireless sensor networks ifgeographical area deployed).
recent times.

4. CLASSIFICATIONS OF SENSOR
3. MODEL OF WIRELESS SENSOR NETWORKS COMMUNICATION

NETWORK ) :
From the figure 1, the few categories of sensor

Wireless sensor network has known operationdletworks derived are highlighted below;

constraints such as resource limitations, node or

link prone to failures, nodes densely deployed andl1 Static and Mobile Network

the numbers of sensor nodes are SO humerous Wr@ﬁnsor nodes are classified under two subdivisions
compared to ad hoc networks. The topology ofi@amely mobile or static, so sensor networks might
sensor network has changed over the years, afiher mobile or static networks. For mobile senso

new technology evolves. The following illustratenetworks consist of the dynamic movement of

the key components of sensor networks: [19, 21] Ssensors, that is, movement from one location to
Sensor Field: A sensor field is vicinity where theanother that allows areas which are not initially

nodes can be positioned. covered locations to be possibly covered as wider

Sensor Nodes: Sensors nodes are the heart of §RNSOr movements continue to expand.  Static
network. It is the responsibility of the sensor esd Sensor networks are composed of sensor nodes that
to gather information and transmit to the sink o@re stationary at a specific location which does no
base station; it is engineered for the network. involve any form movement that is normally the
Sink: Sink receives data from various nodes, an@@asis for numerous sensor applications. But mobile
then process and stored all the data collected fropgnsor nodes are needed by certain sensor
the nodes. Message correspondences betwedpplication in order to achieve a sensing task. For
nodes are diminished because of the sink therefjjstance, wireless road network using self-
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governing road surfacing monitoring is a classimetworks applied more than two or more hops in
example of mobile sensor networks. Additionallytransmitting data from source to destination. And
static sensor networks are much easier to manatigs is achieved by the sensor nodes transmittfng o
and applied, which is different from mobile sensothe sensed data to the sink by means of wireless
network because the mobility causes and frequeakchange of information through one or more
movements that lead to implementation difficulties.intermediate nodes. Every intermediate node is
supposed to perform routing before relaying the
4.2 Static Sink and Mobile Sink Network data through the multi-hop path. The two different
The sink can either be static or mobile andpplications that can be used for multi-hop
positioned at various places in the wireless sensoommunications are MANET and Multi-hop
network. While the static sink network is statipna cellular [22]. In wireless sensor networks, single
having a constant point sit either inside or netwer hop communication can be measured not always as
the sensing areas. The sensed data are transmittiéstribution of node scattered between the selected
to the sinks by the sensor nodes. The nodeseas. A single hop communication is a direct
positioned in the neighborhood of the sink drairtommunication between the transceiver of the
their energy and die much quickly in comparisorsource node and sink node. The transceiver of the
with nodes that are far off from the sink because ingle node is limited by the limitation of distanc
increasing packet relaying load contributing tdoy the covering signal, "as a result", some feature
network partition interruption of the networkrestrict the implementation of single hop
procedures. The mobile sink network involves theommunication when the distance has obstacles in
processes of the sink movements in théetween the source and sink [19, 23]. In the figure
neighborhood sensing areas with the intention & below shows simple type of single hop wireless
gathering data from the sensor nodes used feensor networks.
equitable distribution of sensor nodes traffic load

4.3 Single Sink and Multisink Network Stue
There are two classifications of sinks in a sensor ®
network namely single sink network and multiple ;
sink networks. The single sink network is \ -
') Destination

composed of a single sink positioned either inside

or nearer of the sensing area. The sink is

responsible for receiving the transmitted sensed Figure 2: Single Hop Communication

data from every sensor node. In the case of

multiple sink networks, many sinks are positionedulti-hop communication has the ability to assist i
at various areas which are either nearer or irtside Overcoming the problem experience with a single
sensing area. The tree-based routing joined togetHeOP communication. In multi-hop, relay techniques
with multi-sink partitioning to create severalbeing used which transmit data packets from the

routing trees founded at various SinkS, and evel‘..ipurce node toward the direction of the sink. Relay

sensor node is linked to a single sink only. techniques are used nodes as a temporary medium
to transmit the packet from one node to the others
4.4 Single hop and Multi-hop network. [24]. The nodes can be called as an intermediate

Single hope and Multi-hop sensor nodes are algtpde since the nodes located between the sources
one of the numerous components of wireless sensdd destination. Figure 3 shows an example of
network. In a single hop network whenever data ar@ulti-hop communication with an obstacle between
transferred to the next router, leading to hopource and sink.

appearance. The subsequent hop relays the packet
between one hop the other, thereby single-hop
defining as a means of which only one hop
transmission takes place from the source to target e
destination. Wireless station can be linked to A
wireless access points (WAPS) that are connected to &/

the router through wired network, for instance,

wireless access points like Wi-Fi, WiMAX, cellular

being connected to a bigger network, the Internet. Figure 3: Multi-Hop Communication
On the other hand, multi-hop wireless sensor
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Although multi-hop can improve communicationand varying degree of devices, operating systems
between source and sinks in wireless sensand computers. The computational power and data
networks, the guarantee of multi-hop routeprocessing tend to be much higher because of
existence is not permanent or that the routeombinations of different devices, so sensor nodes
particular paths exist for a short period of timecan perform complicated tasks to prolong the
While multi-hop can solve the problem in largelifetime of the network and as well as efficientala
communication area, it has the capacity tdransmission [26].

improve energy efficiency in sensor nodes because

multi-hop techniques requires transmission os. HARDWARE COMPONENTS OF SENSOR
neighboring nodes which are very close with each NODE

other thus decreasing the transmitter functionality

As mentioned earlier, energy conservation i$n wireless sensor network every node can
commonly issues in wireless sensor networlutonomously carry out processing and sensing
environment where the sensor node energy neesishedules as well as communicate with each other
to be preserved [19]. In comparison, single-hopnd transferring of sense data to the central
network has easier network infrastructure and leggocessing unit (CPU). Some of the commonly
trouble to manage because the coverage area faged sensor node platforms are Mica2 Mote. Sensor
sensing data is not big, and nodes sparsehodes are a small device that has a micro-sensor
deployed unlike multi-hop that have biggertechnology, low power signal processing, low
coverage and broad degree of application, smower  computation and a  short-range

management is much difficult. communications  capability. The  hardware
components for sensor node consist of Radio
4.5 Self reconfigurable and Non self Transceiver, Embedded Processor, Memory, Power
configurable network source and Sensor(s) [17, 27]. The sensor mainly

Configurable networks are important in wirelescomprises of four constituents and described in the
sensor network because of their flexibility. Infigure 4 below:
sensor networks, this can be self reconfigurable

network or non-self configurable network. For non- | Memory !
self configurable, there is a limitation on the [
capability of the sensor nodes to effectively self- eemmseeanes r=e==es rreeeee 7 e
manage itself to become a network. They depend | L ! b L
on centralized devices to manage every sensor node | S ﬁ A ) ot H et |
before extracting data from each of the nodes. A f..eeenenn [ L I |
network of this nature is only applicable for

operating in smaller network environments. Asetff | | | |
reconfigurable network, on the other hand, is self- |
autonomous and self-governed can quickly auto- | Power Source
configured itself into becoming a network without !

the assistance of a remote connection control. The
network can be implemented on a much broader
levels and does carry out difficult sensing data
schedules [25].

Figure 4: Architecture Of Sensor Node

K. 5.1 Embedded Processor

4.6 Homogeneous and Heterogeneous networ T i f bedded f
Sensor nodes are either grouped into homogenouQe operations of an embedded processor are for

network or heterogeneous network. Homogeneolﬂsro.gr"’mm'ng tasks, process data and manage
network is composed of computer network wherd@/ious areas of hardware components. Various
all the sensor nodes used similar features such st of embedded processor_s_can_be applied in
same protocols, the same configuration and sa nsor nodes, and these are Digital Signal Processo

: : : : SP), Microcontroller, Application Specific
devices. Their operations are harmonized so ¢ . .
share resources seamlessly. An example of Integrated Circuit (ASIC) and Field Programmable

homogeneous network is a sensor network that usrlv‘é?lte Array  (FPGA) [28]. In recent years,

Microsoft Windows over TCP/IP. In the case o ctr)og(()jnt(;oller IS ﬂ}e most co(;nm%nly usedf_

heterogeneous network is a computer network thgfnoedded processor for sensor nodes because ot its

includes the sensor nodes that are made up differér‘falab'l'ty and compatibility to Se"era?' deviceslan
cost. The CC2531 Processor, for instance, used
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8051 microcontroller, and while Mote platform batteries [29]. The battery lifetime is very linmdten
used ATMegal28Lmicrocontroller. WSN, so it is a bigger challenge; new ways of
trying to improve power supply are by energy-
5.2 Transceiver harvesting methods that transform ambient energy

The wireless communication of sensor nodes is ttmich as solar, wind into electrical energy.

function of the transceiver, and some widely used

names of transceivers are Radio Frequency (RF),5 Sensors

Laser and Infrared. For wireless senso6ensors are hardware which generates measurable
applications, RF is the most suitable choice. Theeaction signal due to changes in environments like
operational states of a transceiver are Transmiyeather conditions, pressure, humidity and
Receive, Idle and Sleep. The radio transceiver i@mperature. Analog signal sensed data are
sensor node architecture operates at differentdeveligitized by an analog-to-digital converter (ACD)
namely; Transmit, Receive, Idle and Sleepand transferred to the embedded processor for
Transmit: refers to the sending of data amongadditional processing. A sensor node can consist 0
nodes and to the base statioReceive:collecting numerous sensors integrated in or connected to the
transmitted packets from various sections of thaeode. The primary objective for providing power
sensor networks. Idle: available to receive supply for sensor nodes is to ensure that enough
incoming packets, but not ready to start. Somenergy is made available to the nodes at the least
techniques are used to switch off the functions afost, volume, weight, recharge time and longer
the hardware in order to diminish the consumptiofifespan. Recharging energy supplies might be or
of energy to lesser levelSleep:the process entails may not be an option depending on the
switching off considerable sections of theenvironmental friendliness. For instance, primary
transceiver so limiting its ability to receive anybattery for sensor such Lithium might have
forms of data or information. It is essential to2880Joule per cubic centimeter (J/cm3), whilst
program recovery time and startup energy so as #lkaline battery is 1200Joule per cubic centimeter
awake from sleep state. Moreover, thgJ/cm3) [29]. The processor and the memory
transmissions are through electromagnet radioormally control the processes of the sensor node t
frequencies which enables the transceivers tensure the node operations are accomplished while
broadcast in a bit or byte stream similar to thé¢he transceiver link the sensor node in the network

format of radio waves [17, 28, 29]. so becomes the means of communication for the
node. The battery (AA size battery or quartz)
5.3 Memory supplies power not only to all the nodes and also

Sensor node has in-built memories that include chigetermine the lifetime of the network [17]. To
flash memory, a RAM of a microcontroller andrepresent energy consumption, a typical sensor
external flash memory. Different types of sensonode burns up to around 4.8mA when receiving a
application might require a unique set of memorynessage; 12mA is used to broadcast a packet and
requirements, in other words, there is an appbcati 5uA sleeping duration. Furthermore, the CPU
dependent. These two types are mainly for storagdisburses a typical 5.5mA during active mode.
in-built memories such as RAM and chips for

program storage and external for storing privaté. WSN And Ad Hoc Networks

data. Data can also be discovered by the program

memory. For instance, the ATMegal28LAd hoc networks normally refer to certain types of
microcontroller running on Mica2 Mote has 128-wireless network where the buildings of network
Kbyte flash program memory and 4-Kbyte statidnfrastructure or centralized accessibility poiate

RAM [28]. unnecessary. These networks are so specialized to
the extent that they are self autonomous in aréas o
5.4 Power Source operations such as auto-configurations, self-

The consumption of energy in sensor nodes assembly, self-recovery so the uses of centralized
through sensing data, processing of data arm@bmputing systems are absent. In specific terms, ad
communication. Power is more likely to behoc network is made of mobile devices like

consumed by communication of data than whewehicles, PDAs, laptops, or sensor devices which
compared with data processing and also sensipgoduce dynamic transmission paths to ensure
data. Battery and capacitors act as storage fasilit forwarding of data through one node and the next
for power and then supply the power for the sens@ubsequent node. Fundamentally this type of
nodes. For instance, Mica2 Mote can run on 2 AAetwork are grouped into two key classifications,
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such as Mobile Ad hoc Network (MANET) and patterns are much higher because it comprises of
Vehicular Ad hoc Networks (VANETS) [17, 23]. rapid mobility nodes that are not constant and
The topology for these types of networks isigger physical limitation which can impede its
dynamic and changes rapidly in order to megberformances, for instance, tall buildings along
environments and infrastructure needs. But theighway roads. The two states of affairs for
only distinctions identified for VANET that speeding vehicles are; firstly, the vehicles can be
distinguish it from othead hoc networks are links discovered within the communication range when
disconnection are regular, network topology ar¢he vehicle is heading towards the same route, and
much higher; energy and storage are muckecondly, if the vehicles are travelling towards th
sufficient and geographical area foropposite path, network changes are very

communication. pronounced and is a difficult task when vehicles
heading towards the opposite paths are so tough to
6.1 Mobile Ad Hoc Network manage the vehicular network [17, 19].

Mobile Ad Hoc Network (MANET) belongs to ad

hoc category of network that is more dynamic ir6.3 WSN Vs Ad hoc Networks

nature and can quickly adjust to changeRouting in WSNs is very demanding due to
environmental conditions, auto-configure, selfinherent characteristics that differentiate these
organized itself instantly without the assistanée anetworks of other wireless networks like mobile ad
centralized workstations. Because there are mobilepc networks or cellular networks. Due to the
the mode of connections are wireless which is theslatively large number of sensor nodes, it is not
standard Wi-Fi connection or cellular or satellitepossible to build a global addressing scheme fer th
transmission or mobile nodes communicating witldeployment of a large number of sensor nodes as
each other by means of Radio frequencies [30fhe overhead of ID maintenance is high. As a result
Due to its efficient characteristic of rapidtraditional IP-based protocols may not be appléed t
deployment and self-organization, MANET can baVSNs. In addition, sensor nodes that are deployed
used for several applications such a@ an ad hoc manner need to be self-organizing as
communication between soldiers and vehicles. Thhe ad hoc deployment of these nodes involve the
geographical area for local wireless devices isystem to form connections and cope with the
confined to a specific locality because of theesultant nodal distribution especially that the
wireless connection range, for instance, laptopperation of the sensor networks is unattended. In
computers, PDA group together at a certain aredySNs, sometimes getting the data is more
and some might be connected through the internefignificant than knowing the IDs of which nodes
MANET is more prone to changes mainly due teent the data. In contrast to typical communication
node mobility and failures, though changes areetworks, almost all applications of sensor
lower when compared to other type ad hoc netwonketworks entail the flow of sensed data from
like VANET; however, security is a bigger concernmultiple sources to a particular Base Station. ;This
so care must be taken when transmitting data ovhowever, does not prevent the flow of data to be in

MANET [31]. other forms. Furthermore, sensor nodes are tightly
constrained in terms of energy, processing, and
6.2 Vehicular Ad hoc Network storage capacities. Therefore, they require careful

Vehicular Ad hoc Network (VANET) is another resource management [4, 27]. Additionally, in most
classification of MANET, which features include application scenarios, nodes in WSNs are generally
dynamic network topology changes in a mobildixed after deployment except for, maybe, a few
vehicular setup. It is similar to MANET because thanobile nodes. Nodes in other traditional wireless
building of static network infrastructures is notnetworks are free to move, which results in random
required. However for communication to takeand frequent topology changes. However, in some
place, wireless devices are placed at vantaggplications, sensor nodes may be allowed to move
locations along the highway as stagnant networ&nd change their location although with very low
nodes. Those devices placed along the roads armbility. Fifth, sensor networks are application
then used to connect to a broad range of Inteltigespecific i.e., Design requirements of a sensor
Transportation System (ITS) for vehicularnetwork changes frequently with any type of
networks. Distribution of messages is by operatingpplication. For example, the challenging problem
within a specific environment or from geographicabf low-latency accuracy tactical surveillance is
information, or the internet being the gatewaydifferent from that required for a periodic weather
Compared to MANET, VANET speed controlsmonitoring task. In addition, position awareness of
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sensor nodes is important and significant sinca d
collection is normally based on the locatio

at

Table 1: Difference between WSN and MANET

Currently, it is not feasible to use Globgl _ Feature WSN MANET
Positioning System (GPS) hardware for this Support for
purpose [30]. Though WSN and MANET shargd Environment Focus on web, voice
some common problems, however, there are ;yieraction Environment laptops,
primary variations among the two networks and tablets,
such distinctions are essential because MANET are workstations
set up for a sp_ecmc reason in _order to assemlgle a Nodes NUMErous fow
rapidly emerging communication needs, unlike deployment _ _
WSN. Below describes differences between WSN ~ Nodes heavily thinly
and MANET: Population populated populated
Tables 1 tabulate the differences between wirelesRate of failure high low
sensor network and MANET. The differences asCommunication Broadcast Point-to-Point
shows in the table can be seen in the area of the Efficiency, .
) . Receipt rate,
several mechanisms used to measure and evaluate Resolution, . .
. . . Dissemination
each of them. They include environment through  Metrics Latency,
; . : speed
which each of them is to be deployed, deployment Scalability,

- d Redundancy
of nodes, node population, rate of failure, Robustness
communication, that is, through broadcast or pojnt o )
to point, measurement metrics of each, such|as ENergy Limited No issue
efficiency, latency, scalability, speed, redundangy -

e . . Bandwidth .
robustness, rate of receiving. Another key issue is deficient Once awhile yes
energy differentiation, while WSN is faced with g When nodes
It\)/llgANEq_allgnge tof “;mtetdd egergy constraints, drain out when mobility
! 1S not conironte y Energy 1SSU&, tault tolerance existing increases it's
bandwidth is a lesser problem in WSN when enerayv or required
compared to MANET, identification of fault 9y q
. moved
tolerance in WSN happens whenever nodes gre -
- ol Flooding,
move or existing ones runs out, for MANET it is Gossipi
L : ossiping, .
only happens only when it is not stationed at one . ; Proactive,
. Routing Flat Routing, .
place. Both of them have dynamic topology . ; Reactive,
) ) Protocols Hierarchical, :
networks can be quickly adjusted to meet changin . Hybrid
Location
trends, however, WSN can cover broader covered
area, while MANET covered area is very small. - based
' ZigBee, IEEE
7. OSI OF WIRELESS SENSOR NETWORK Benchmarks |  802.15.4, | |EEE 802.11
IEEE 1451
The standard structural design for WSN follows the Topology dynamic dynamic
OSI layer model which consists of five sub-sectiops Appllcgt_lon very large small area
namely the application, transport, network, data specific area

link and psychical layers. The following figure 5

describes the structure design OSI of WSN;

Task Management Plane

Connection Management Plane

Power Management Plane

Application Layer

Transport Layer

Network Layer

Data Link Layer

Physical Layer

Figure 5: OSI Layers of WSN [32]
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The Application layer handles traffics and providegnsure maximization of power supply [34]. The
a platform for different kinds of applications toOSI protocol is further categorized under
interpret the data into meaningful information omanagement plans diagonally to all the layers
transmit further queries to obtain a specific datincluding power, connection, and task management.
needed during a period of time. Sensor applicatiorBower Management Plane: The main goal for the
deployed in various areas in recent years such pewer management plan is to take charge of
environment, missions, medicals and, traffic. Armanaging the power supplies for all the different
additional layer call transport layer which ensuresections of the sensor such as sensing data,
consistency and congestion avoidance, thprocessing, broadcasting and responses that depend
protocols in this layer have been developed to ben a resourceful power management scheme at
used for upstream -user to sink, for instance, ESRE&very phase of protocol layers. For instancehat t
STCP and DSTN or downstream -sink to the useMAC layer, to conserve energy a sensor node might
for instance, PSFQ and GARUDA. The techniqueswitch off the transceiver if there is not data to
apply various protocols to discover loss detectiotransmit and receive. At the network layer, a senso
(ACK, NACK) and loss recovery [33]. Normally node may select a neighbor node with the most
the transport layer protocol is partitioned intootw residual energy as its next hop to the sink [32].
sub-sections: Packet driven and Event driven. I@onnection Management Plane: The handling of
Packet driven, the packet transmitted from theonfiguration and re-configuration of the sensor
source should arrive at the target destination. Inodes are through the connection management plan
Event driven, any event which has taken place musthich ensure continuous connectivity and node
be able to be detected and acknowledge asaintenance of the network whenever changes to
notification to reach the sink [19]. Furthermorethe topology due to break down of nodes, a mobile
Network layer and the main function of this laygr i movement occurrence and node addition.

for routing and the main resource constraints arfask Management Plane: Allocation of tasks or
energy supply, limited memory and buffers. Theschedule the sensing between the sensor nodes is
concept behind routing is to be able to discovathe main duty of the task management plane. This
reliable, efficient disused paths according to preprocedure ensures energy efficiency improvement
determined techniques called metric, and it's quitdhereby network lifetime is increased. Deployment
unique from protocol to protocol [1, 5]. Someof sensor nodes is densely populated in the sensing
routing protocols for this layer are categorizetbin sections so redundancy might occur since not every
flat routing, for instance, direct diffusion, in sensor node around the sensing area will the chance
addition other categorizes is hierarchal routiryg, f to perform similar sensing schedules. So that's why
instance, LEACH. Finally, location routing such asnanagement techniques are applied to perform
GAF protocol. Data delivery models can be dividegharing of schedules for several sensors nodes [17]
into time-continuous driven, query driven and event

driven divisions. 8. ROUTING PROTOCOL CHALLENGES

The data link layer is accountable for multiplexing

data streams, data frame detection, Medium AcceB®uting in wireless sensor network has always been
Control (MAC), controlling of error, ensure a problematic issue of concern mainly due to
consistency of packet delivery from the point tocseveral factors ranging from unfriendly deployment
point or from point to multipoint. MAC for instance conditions, network topology that change
is essential for implementing channel accessepeatedly, network failures, resource constraahts
policies, scheduling, buffer management anévery sensor node to designing of routing protocol
controlling of errors and is important for the Sens issues. Therefore, the implementation of routing
network because of its benefits of ensuring energyrotocols is affected by several underlying feature
efficiency, consistency and delay reduction anevhich must be taken into consideration before any
throughput [32]. The physical layer allows theattempt at designed routing are implemented,
provision of an interface which is used to broaticabecause these factors might prevent the successful
streams of bits across a physical medium. It alsdesign and implementation of routing protocol if
selects frequency, carrier frequency generatiothese challenges are overlooked. The following
signal detection, modulation and data encryptioexplains some of the routing protocols challenges
for transmission purposes. IEEE 802.15.4 is thehich hinder efficient routing procedures in
recommended benchmark a lower geographicalireless sensor networks [4, 16].

area for WSN because of its low cost, complexity,

energy consumption, range of communication to
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8.1 Energy Consumption result, routing protocols should provide robustness

The main goal of the routing protocols is efficiento node failures and prevent single point-of-falur
delivery of information between sensor nodes ansituations, where the information is lost if a sans
the sink. Thus, energy consumption is a majodies [19]. Furthermore, the wireless channel result
concern in the design of routing protocol in WSNsin packets being lost during communication. As
Due to the limited energy resources of sensowell as robustness against node failures, themguti
nodes, data need to be delivered in the most energyrotocol should guarantee that the effectiveness of
efficient approach without compromising thethe protocol does not rely on a single packet that
accuracy of the information content. Hence, mangan be lost. Even under very harsh conditions with
conventional routing metrics such as the shortestumerous channel errors, the routing protocol
path algorithm may not be appropriate. Instead, thehould provide efficient delivery between the
reasons for energy consumption should be carefulgensor and the sink. Fault identification, node or
investigated, and new novel energy-efficientink failures, limited power, physical damage and
routing metrics developed for WSNs [23, 35]. Theveather instability are the common occurrence in
major reasons of energy consumption for routing iVSN routing so care must be taken to ensure that a
WSNs can be classified as Neighborhadigtovery failure should not necessarily have a negative
and Communication vs. Computation: impact on the entire operations of the sensor
Neighborhood discoveryMany routing protocols network. When numerous nodes break down, the
involves every node in order to exchangeMAC and the routing protocols must be dynamic
information between its neighbors. The informatiorenough to facilitate construction of new
to be exchanged can differ according to the routingpmmunication links, paths through to the data
methods. While most geographical routingcompilation base stations. To achieve this,
protocols involve knowledge of the locations of thenecessitate amending the broadcasting powers and
neighbor nodes, a data-centric protocol may requiggnaling volumes on the current links to decrease
the information content of the observed values aénergy utilization or rerouting packets to sectiofis
each sensor in its surrounding. In each case, nodée network having lot of energy [13].

consume energy in exchanging this information

during the wireless medium, which increases th8.3 Data Aggregation

overhead of the protocol. In order to improve thén most sensor network applications, sensor nodes
energy efficiency of the routing protocols, localare closely deployed in the region of interest and
information exchange should be minimized withoutvork together to achieve a common sensing task.
hindering the routing accuracy [19]. As a result, the data sensed by multiple sensor
Communication vs. Computatioft is well known nodes naturally have a certain level of redundancy
that computation is greatly cheaper tharor correlation. The key points for data redundancy
communication in terms of energy consumptionare the increased toughness to route failurefidy t
Moreover, in WSNs, the goal is to deliverprotocol, the recovery of data that is being loxd a
information instead of individual packets.to rebuild the primary message and the same time
Consequently, in addition to the conventionakliminating too much delay normally associated
packet switching techniques, computation shouldith when retransmission of data. Aggregation
also be integrated with routing to improve energgntails the procedure of merging data from diverse
consumption. An example, data from multiplesources using operational methods, for instance,
nodes can be aggregated into a single packet awerage, duplicate suppression technique, maxima
decrease the traffic capacity without hindering th§34, 36].

information content. Similarly, computation at each

relay node can be used to suppress redundéh# Node Deployment

routing information [4, 23]. The process by which nodes are deployed can have
an impact on the performances of the routing
8.2 Robustness protocol because nodes deployment is dependent on

WSNs rely on the nodes inside the network t@pplication. The nodes are deployed by two means,
deliver data in a multi-hop method. Hence, routinghat is, deterministic or randomized. In the cake o

protocols operate on these sensor nodes insteaddeterministic, there is manual setting of the senso

dedicated routers such as the Internet. The loat canodes before data is routed by way of pre-defined
components used in sensor nodes, however, megutes or paths. Random node deployment is the
result in unpredicted failures to such an exteat th process of distributing randomly the sensor nodes
the sensor node may be non-operational. As ta build an infrastructure that have a resemblarice
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ad hoc network. In deploying the nodes, if thdransportation and as usual WSN. Routing protocols
allocation is not standardized, optimal clusteriig comprise of various techniques and are categorized
enforce in order to permit connection and fointo distinct groups namely network structure based
managing network operations and energyouting protocols and operation based routing
effectively. When communications between sensoyzrotocols [23, 35]. For network structure routing
are inside a shorter range transmission, the piebalpromised is made of three classes, flat routing,
route will include various wireless multi-hops [34] hierarchical-based routing and location-based
routing; in flat routing every node performs the
8.5 Scalability similar roles; in hierarchical-based routing, where
Sensor node deployments in sensing regions are eeery node does not perform similar activities in
huge, running into hundreds or even thousandbke network; in location-based routing, it entalie
upon thousands of nodes. So any designed routipgocess where every sensor nodes location is
protocol technique should have the capability textracted in order to allow for routing of datatbe
function with enormous amount of sensor nodesetwork [38]. In addition, another classification
And additional must be flexible or dynamic enoughbhased on protocol operations are grouped into
to rapidly adjust to and response to changin@oherent based, negotiation based, Query based,
environmental conditions or amendment to otheQoS based and multi-path based. The negotiation
sections of the network. Most sensor nodes can I@sed protocols have the objective to eliminate the
allowed to be in sleep mode until when needed reedundant data by include high level data
awake again, with only a few supplying harddescriptors in the message exchange. In query

quality works [32]. based protocols, the sink node initiates the
communication by broadcasting a query for data
8.6 Quality of Service over the network. The QoS based protocols allow

Applications sensors are time sensitive and so dasansor nodes to make a tradeoff between the energy
must be transmitted within a specific time frame atonsumption and some QoS metrics before
the exact moment. The data have sensed with tdelivering the data to the sink node. Finally,
longer elapse of time, data might become irrelevamhultipath routing protocols use multiple paths
leading to latency issues. But in most sensarther than a single path and it has demonstréded i
applications, preservation of energy that impaet thefficiency to improve wireless sensor and ad hoc
lifetime of the network is regarded more signifitannetworks’ performance for load balancing,
when compared with the quality of data beingeliability, fault tolerance, bandwidth aggregation
transmitted. When the energy begins to draimmnd QoS Improvement [16]. The figure 6 below
network quality performance is decreased so as shows the classification in routing wireless sensor
conserve energy dissipation in the nodes angketwork.

prolong entire lifetime of the network, so energy-

aware protocols are essential to analyze and

produce the energy conditions for the network [37].

9. ROUTING TECHNIQUES IN WIRELESS
SENSOR NETWORKS

The process through which paths are discovered
between source and destination for transmitting
packets are known as routing. For most networks,
routing of incoming packets is normally
concentrated in the network layer. In multi-hop
networks the source node does not communicate
directly to the sink, sensor nodes does the regayin
of packets, so the protocols features a routintgtab
which enables the touting algorithm to assist & th
creation and maintenance of packet source and
destination. Some networks that routing can be
done includes telephone network (that is, circuit
switching), electronic data networks (Internet),
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Figure 6: The classification of routing protocols
information. Instead, intermediate nodes maintain
only neighbor information. One example is the
gossiping protocol, a node only forwards data to
one randomly chosen neighbor, so it doesn’t
The routing protocols designed for WSN can benaintain any routing information or we can say it
classified based on path selection, as proactive; aises randomness to forward data. In data-centric
approach where each router can build its owpased routing, an interest message is disseminated
routing table based on the information that eactv assign the sensing tasks to the sensor nodes and
router (or node) can learn by exchangingiata aggregation is used to solve the implosion and
information among the network's routers reactivegverlap problems. There are two types of data-
routing is an approach where the routing processentric based routing based on either the sink
needs to discover a route whenever a packet arrivegadcasts the attribute for data, e.g. Directed
from a source and needs to be delivered to Biffusion, or the sensor nodes broadcast an
destination and hybrid; which combine of proactiveadvertisement for the available data and wait for a
and reactive. Based on the network architecturgequest, e.g. Sensor Protocols for Information via
they can be further classified as Flat (floodingtad Negotiation (SPIN). In a flat network routing every
centric and forwarding) Hierarchical based routingingle node normally plays similar function and
and Geographical based routing. nodes work collectively by performing assigned
sensing tasks. Sensor nodes are so nhumerous, and
10.1 Flat routing protocol assigning of global IDs to every single node is
There are three types of flat routing schemesiimost impossible, so data centric routing was
namely, flooding, forwarding and data-centricproposed as an alternative that involves the base
based routing. Flooding is an old routing techniqustations (BS) broadcasting queries to specific
that can be used in sensor networks. In floodingections and wait for response a data from the
every node repeats the data once by broadcastingsénsor nodes. Some example of this class of
does not require costly topology maintenance anguting protocols is Sensor Protocols for
complex route discovery algorithms. Forwardingnformation via Negotiation (SPIN), Minimum
schemes utilize local information to forwardCost Forwarding (MCF), Directed Diffusion (DD),
messages. Unlike the traditional routing protocolsRumor Routing, SER (Stream Enable Routing),
forwarding doesn’t maintain end-to-end routingGBR (Gradient-Based Routing), CADR

10. CATEGORIZATION BASED ON THE
NETWORK STRUCTURE
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(Constrained Anisotropic  Diffusion Routing), the event are transmitted to the sink. The
COUGAR and ACQUIRE (Active Query boundaries of the region section (r) are enclosed b

Forwarding in Sensor Networks) [5]. the two sensors and C receives similar copy of the
packet from the two sensors.
10.1.1 Flooding Resource blindnessWhen a sensor node is not

In flooding mechanism the source node broadcas&nsmitting packets in flooding, it does not chang
all events to each node in the network. Therefortheir actives, even if the sensor nodes do not have
when a sensor receives a data message, it holdsnach power to operation [4].

copy of the message and sends the message to

every one of its neighboring sensors and t' '
repeats as shown in the figure 7. The flor
considered easy-to-implement routing sche
it is appropriate for various network type:
distributions and environments. The re
provided by flooding routing method is the
advantage. Due to the message will be tra
to at least once to every node. However t?
broadcasting the packets in the flooding
will cause the broadcast storm [39]. The 1
routing protocol has three deficiencies as:

Figure 8: (A) The Implosion Problem, (B) The Owserl
Problem

Target 10.1.2 Gossiping
o Gossiping is an enhanced version of flooding
y which avoids the problem of implosion. In
/ { \ gossiping [40], the sender node sends the data at
o Y i random way to selected neighbor rather than
broadcasting the packet blindly. Moreover every
node that receives the packets randomly chooses a
neighbour and sends the data to it. This procedure
is repeated through all the nodes that receive the
~ packets, until the data arrive at its destination.
Source . Since gossiping sends the data to only one
neighbour, this is energy saving. However, the
Figure 7: Flooding Routing delay that a data experiences, on its way to the
destination, may be too much due to the random
Implosion as shown in figure 8 (a), the sensomature of the protocol.
nodes in flooding technique send data by
broadcasting; hence similar data might attempt t00.1.3 Sensor Protocols for Information via
reach similar sensor nodes through using different Negotiation
paths. When a sensor node receives a packet| it wllensor Protocols for Information via Negotiation
not check the packet if it has received the packgSPIN) [41] transmit data to sensor nodes and it is
before. Thus duplicated data are transmitted tpart of data-centric routing technique the prireipl
similar locations. For instance Node A begins byehind SPIN was by choosing data through high-
flooding the packets to every area of itdevel meta-data or descriptors. The exchange of
surrounding neighbors; D obtains double copies afeta-data between sensor nodes through
the similar packets finally that is not needed. announcement of data scheme that are
Overlap as shown in figure 8 (b), the procedurecommunicated prior to transmission, a vital feature
ensures that if two sensor nodes discover similgsf SPIN. Every node after receiving the new data
event, the nodes both attempts to transmit thgill advertise to not only to nearer neighbors but
packets of this event through the sink. By carryin@lso to all neighbors who are interested, that is,
out the process it ensures that the duplicate afata those who do not have the data, retrieve the data b
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sending request messages. A SPIN meta-dadad nodes which are distant. In any situation where
negotiation mechanism solves the problem o& node produces a query for any event, the sensor
flooding like redundant information passing,nodes connected to the route act in response to the
overlapping of sensing areas and resouroguery through references from the generated event
blindness. There are three messages defined table, thereby evading the extra overheads
SPIN to exchange data between nodes. These airezolving in flooding the entire network. One key
ADV message to allow a sensor to advertise point which distinguishes Rumor routing from
particular meta-data, REQ message to request tBerected Diffusion (DD) is that, it keeps not more
specific data and DATA message that carry ththan one route between the source and the
actual data as shown in figure 9. The foremoglestination, as DD entails the transmission by
important of SPIN indicates that of frequentmultiple routes at cheaper levels. Moreover rumor
topology changes because any changes are daweiting tends to function much better if the amount
undertaken locally, and every node will get to knovof events being generated is small. If the amounts
about the changes at next neighboring single-hopf events are too big, the cost of sustaining the
A broadcast technique from SPIN information doeagents and event tables for every sensor node is
not ensure the possibility for data delivery. Anuncontrollable when sensor nodes have not attached
example point to this, if the nodes that are high significance of the events from the base
interested in the data are far away from the sourctation. Also the cost link with rumor routing is
node and the nodes among source and destinatimanaged by various conditions applied through the
are not interested in that data, such data willbet techniques like time-to-live (TTL) pertain to the
delivered to the destination at all. Thereforequery and agents generations.

making SPIN not suitable for application such as

intrusion detection which requires the reliabildfy 10.1.5 Active Query Forwarding in Sensor

data delivery. Networks

Active Query Forwarding in Sensor Networks
(ACQUIRE) [43] is a scheme to query sensor
networks. The technique has some likeness with
COUGAR, but ACQUIRE analysis entire network
to be a distributed database to which complicated
gueries categorized by numerous small sections of

queries. The functions of ACQUIRE are; the base
station node transmits and forward the query to

every node. During this, each node receiving the
query tries to respond to the query partially by
using its pre-cached information and then forwards

it to another sensor node. If the pre-cached

D E F information is not up-to-date, the nodes gather
) information from their neighbors within a look-
Figure 9: The process of SPIN Protocol ahead of d hops. Once the query is resolved

completely, it is sent back through either the
reverse or shortest-path to the sink. Hence,

10.1.4  Rumor routing _ ACQUIRE can deal with complex queries by
Rumor routing comprises of two technique eve”éllowing many nodes to send responses.
flooding and query flooding [42]. The basic idea of

rumor rout_ing is to use agents to route the query 415 1 6 Energy Aware Routing (EAR) Protocol

every section of the sensor nodes which are kno"@nergy Aware Routing protocol (EAR) was

to have_ connections to a specific event instead 9froposed by [44], it belongs to data-centric nagi
attempting to flood the whole network to recovelaieqory and its operations are almost the same as
data about event currently happening. The agents f)rected Diffusion (DD). However its difference
rumor routing are utilized as long-life packets tq,yer pD is simply through the preserving of a pair
flood events throughout the network. Any evenbs roytes rather than keeping single optimal routes
discovered by the sensor node, it adds tha} ijncreased overheads. The usage of the routes is
particular event to the routing table and prodw@es gejected through probability function, which is
agent. The agents can travel through the netwogk|ated to energy consumption of every route. The
and spread messages about the neighboring evegifeme argues that when the lowest energy routes
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are utilizing frequently, it will lead to depletioof information being sent to the BS. The operation of
the energy of the node along that particular routé, EACH is separated into two phases, the setup
rather multiple routes should be used by assigaingphase and the steady state phase.

algorithm or forecasting technique to ensurén the setup phase, the clusters are organized and
balance and increase approach of the network lif€Hs are selected. In the steady state phase, the
By employing load balancing technique that isactual data transfer to the base station takesplac
more resourceful, it limits the rapid depletiontlé  The duration of the steady state phase is longar th
energy on every single route. This scheme extendlse duration of the setup phase in order to mirgémiz
the lifetime of the network because energy dissolveverhead. During the setup phase, a predetermined
equitably between every sensor node. One of tHeaction of nodes, p, elect themselves as CHs as
disadvantages of EAR where it does not providéollows. A sensor node chooses a random number,
any mechanism to recover from a node or path between 0 and 1. If this random number is less

failure when compared to Directed Diffusion. than a threshold value, T (n), the node becomes a
cluster-head for the current round. The threshold
10.2 Hierarchical routing protocol value is calculated based on an equation that

Hierarchical or cluster-based routing traditionallyincorporates the desired percentage to become a
was meant for wireless sensor network because difister-head, the current round, and the set oésiod
its scalability and resourceful communication, sdhat have not been selected as a cluster-heacin th
the model of hierarchical routing is also leveragin last (1/P) rounds, denoted by G. It is given by:

upon to execute efficient energy routine. In p

Hierarchical routing protocol the top most energyT (n) =
nodes processes and transmits the data, and lower 1-p(r mOd(}/p)
level energy nodes carry out the sensing of targ
proximity. They enable an environment for
constructing clusters and allocating assigne
schedules to cluster heads contribute immensely
overall system performance in terms of energ
efficiency, lifetime and scalability and it is tieost

it n€G, (1)

e\t/here G is the set of nodes that are involved én th
H election. The application of TDMA/CDMA
E&AC being operated by LEACH normally leads to
eduction in inter-cluster and intra-cluster cadliiss
hough the gathering of data is still operated at

effective means of reducing energy consumptioﬁentral _Iocatlons and _done once awhile. LEACH
tises single-hop routing where each node can

within the cluster through the activation of dal + directly to the cluster-head and the sink
aggregation and fusion, thereby lessen the amo nsmit directly 1o the cluster-nead an € Sink.
erefore, it is not applicable to networks deptbye

of transmitted messages to the base statio . ) i
large regions moreover, the notion of dynamic

Examples of this category are weight-clusterin lustering bri t head head ch
algorithm (EWC), TEEN (Threshold sensitive ustering brings €xtra overnead, €.g. head changes
advertisements etc., which may diminish the gain in

Energy Efficient sensor Network protocol), Self- ’

organizing Protocol (SOP), LEACH (Low energyenergy consumption.
Adaptive Cluster Hierarchy) routing protocol and _ L
PEGASIS (Power Efficient Gathering in Sensorlo'z'2 Power-Efficient Gathering in Sensor

Information System) routing protocol belongs to Information Systems

this arouning. Some tvoes of hierarchical base@ower Efficient Gathering in_ Sensor_ Information
routir?g arre)z eiplained brﬁlgfly below: ystems (PEGASIS) [46] is an improvement
' routing protocol over LEACH when both protocols

are compared because PEGASIS is almost similar
to a chain-based optimal routing protocol.

Low Energy Adaptive ~Clustering |_”er(,irchyProlonging the network lifetime is the basic

(LEACH) [45] is one of cluster-based protocol inconcern of the protocol ~ because  node
sensor network. The operations of LEACH are th?—?mmunlcates with each other through the nodes

10.2.1 Low Energy Adaptive Clustering
Hierarchy (LEACH )

random selections of some nodes to form clustef 2t € nearer to each, and also the nodes take th

heads and rotate every role of the cluster-heads "> to communicate with the base station. A next

order to equitably share the load energy betwe Iqund of commumcatlon. will begin only whep
the sensors in the network. The cluster-head nod&¥€"Y node have communicated to the base stations,

also compress data being transmitted from th e end result is energy reduction per round o& dat

nodes that is in the same group of that particulaﬂeing tran_sm_itted, because energy depletion is
cluster, and send aggregated packets to the Ba%%wtably distributed across every node. So the key

Station (BS) thereby decreasing the number Jmportance is to increase the network lifetime of
every node by applying collaborative schemes
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techniques, and secondly permit only locahklgorithms additional permits adjustments to the co
harmonization among the nodes that are nearer éfficient founded on network criteria. The authors
each other, so bandwidth consumption duringlso set various kinds of parameters which have
communications are reduced. Discovering ofliverse weight structures pertaining to precise
nearest neighbor nodes is through signal strenglystem specifications. In selecting the clustedhea
that each node applies to computing the distance ektreme care must be considered as cluster heads
nodes closest to each other. PEGASIS introducesn have significant impact on the operations ef th
excessive delay for distant node on the chairentire network. Node suitability is measured
Hierarchical-PEGASIS is extended version othrough numerous factors such as residual energy,
PEGASIS, with the only purpose of reducing thalistance between the cluster heads, nodes degree
delays occurring for data whenever data is beingnd node and base station before being selected to
transmitted to the base station. It also provides lze cluster heads. These are four procedures the
scheme result for the packet collection constrainsuthors recommended for the selection of cluster
by taking notice by calculation energy x delayhead; approximating distance among sensor node
metric. Data reduction delays in PEGASIS can band base station; determine the neighboring areas o
achieved through concurrent data transmission @ivery sensor node. Sensor nodes transmit neighbor
messages. For the issue of collision andiscovery messages, that is made by node ID,
interference coming from signaling betweerenergy level and distance to the base station;
sensors, the two procedures have beeGomputation of the degree of diversity and Weight
recommended. The first technique allows foexchange, this is where after every node compute
inclusion of signal coding, e.g. CDMA, while theits weight, there are exchange of weight
second procedure entails spatially dividing nodefmformation with neighboring nodes, and which
only are permitted to broadcast concurrently sameatend maintain the information in their tables.

time. In the second approach only spatially

separated nodes are allowed to transmit at the.2.4 Threshold-Sensitive Energy Efficient
equivalent times. CDMA, which is a chain-based Protocols

routing protocol is made of reliable nodes, cafhreshold-Sensitive Energy Efficient Sensor
build chains of nodes to form a tree structuréetwork Protocol (TEEN) and Adaptive Periodic
hierarchy, where every chosen node a specifitEEN (APTEEN) are all designed for time-critical
neighboring area send packets to the node that applications [48, 49]. In TEEN, the nodes being
at the top layer of the hierarchy. This techniqueised have the ability to sense the medium
enables parallel packets broadcasting therelpntinuously; however transmission of data is not
delays are immensely reduced. An advantage afways regular. The technique used includes, a
PEGASIS is the prevention of clustering overheadluster-head sensor transmitting to all its affd&
usually associated with LEACH. One disadvantagbard threshold, that are the sense attributes ef th
of PEGASIS is the requirement for every single¢hreshold rate and also soft threshold. It normally
information inside the chain is combined as a singlindicates the little change value of the sense
packet contributing to incorrect informationattribute which enable the node to trigger and to

transmitted to the sink. determine when to switch the transmitter and to
initiate a transmission. Consequently, the hard
10.2.3 Weight-clustering algorithm threshold attempts to decrease the amount of data

Weight-clustering algorithm (EWC) [47] is energybeing sent by enabling the nodes to send solely
efficient algorithm with the main reason being towhen the sense attribute is going to be benefarial
join many special weight metrics such as residualithin a collection of interest. When the value is
energy, node degree and location, node degree, asall of the soft threshold then that implies a enor
the nodes with minimal combined weight becoméavorable view of the network over high
cluster heads which intend contributes to reductiooonsumption of energy. However, TEEN is not
of energy consumption through the improvement igood for applications where periodic reports are
cluster formation and selection processes. Ateeded since the user may not get any data dt all i
selection phase for cluster head, various factothe thresholds are not reached. The major demerits
were taken notice because of the distribution aff the technique is when the thresholds are not
various weighted co-efficient to parameters likeaccepted or does not meet the requirements the
energy residual, location, scale of nodes, and alsmdes might not be allowed to exchange
nodes which have added minimum weight ar@information with each other and the network will
grouped together to become cluster heads. The
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not generate any data from the network for the uséirough relative coordinates of neighboring nodes.
to use. Moreover the discovery of sensor nodes is
ascertained directly through communication
satellite, applying Global Positioning System (GPS)
@ ® when sensor nodes are fitted with a low power GPS
e e receiver. Energy is saved by this routing scheme
o . that allowed sleeping of the nodes when there is a
e . lack of activity taken place [38]. Energy Aware
* Greedy Routing (EAGR), Geographic and Energy
° Aware Routing (GEAR), Geographical Adaptive
Fidelity (GAF) are some examples which are
discussed briefly below.

Base station

.,
L ]

*® ' Cluster

10.3.1 Geographic and Energy Aware Routing
Geographic and Energy Aware Routing [50]
(GEAR) applies energy aware and heuristic
Figure 10: Hierarchical Clustering in TEEN and ~ neighbor selection to route packets in the directio
APTEEN of the destination area. One of the essential point
is by limiting the amount of data interest in DD by

) » .. considering only a specific sector instead of
The Adaptive Threshold sensitive Energy Efficient ansmitting to the entire network. This makes

sensor Network protocol (APTEEN) [49] is GEAR preserve a lot of energy than directed
upgraded version of TEEN, the main objectives argitfysion. For GEAR, every node maintains the pre-
of two forms, first to take hold of periodic datayetermined estimated cost and learning cost about
compilation, and secondly respond to real-imghe petwork along the path of transmission by
event schedules. _Its architecture is similar to NEE 1,6ans of closest neighbors. The estimated cost is a
and the base station are founded on the clusteds, &ompination of residual energy and distance to

then the cluster top level heads transmits thgestination. The learned cost is a refinement ef th
properties, values of the threshold, and taskéi®f t egtimated cost that accounts for routing around

broadcasting to every node. The operation of dajgy|es in the network. The incidents of holes happen
aggregation is also done by the Cluster heads fgray node cannot have any nearer neighbors close
preservation of energy. The APTEEN scheme caghough to the targeted section apart from the node
analyze three kinds of query such as historiCajself, |n the case where holes are absent, then th
examination of past data values; one-time, quiCKstimated cost is equivalent to learned cost. The
and once overall view of the entire network; angeared cost is spread one hop backwards whenever
persistent, observe schedules for specific timg gaia arrives at destination, so path setup fer ne
frame. Experiments conducted by the authors igata will be regulated to reflect the current ditra

TEEN and APTEEN which have proven that they,t |earmed cost. The algorithm includes two stages.
perform much, better when compared with LEACHE sty Forwarding packets towards the target
The APTEEN's performance is somewhere amonfsgion: When a packet arrives, a node check the

LEACH and TEEN in terms of energy consumptiorheighbormg nodes to find out if there is any

and network lifetime. TEEN gives the bestheighbor that is nearer to the estimated target
performance because it decreases the number Qfction than the node itself. When more than one

transmissions. The main disadvantages of the tWpyqe are discovered, the closest neighbor node to
m_ethods are the overhead _and complexity relatgde target section is chosen as the next hop for
with forming clusters at multiple levels, the medho r5nsmission. When every node is more distant
of implementing threshold-based functions, and,yay from the node itself, and the node exists,
how to deal with attribute-based naming of queriesinarefore one of the neighbor node is selected to
) _ relay the data according to learning cost function.
10.3 Location based routing The selection might be adjusted from time to time
In terms of location based routing the nodes argecording to the conformity of the learned cost
recognized through their locations. The distancg:pieved throughout the packets delivery.
between the neighboring nodes are calculated @pcondly, forwarding the packets within the region:
the base of arriving signal strengths. Medium ofyhen the data arrived in the region, the data tvell
exchanging data among neighbors are acquirgdhead to that region through two means, either by
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recursive geographic forwarding or restrictecamount than the energy levels are measured as
flooding. In restricted flooding, it is useful ihé¢ dead, allowing the algorithm to discover the
deployment of the sensors is not heavy. Recursiyaositioning of every node. Every sensor node which
geographic flooding is more suitable andhave energy level higher than the threshold value
resourceful for high density network nodeobtains information about the neighboring nodes
deployment. From that situation, the region iand build a table for the positions, and this
separated into four sub-regions and four duplicatgositional table is used to compute the average
copies of the data are generated. The procedure diftance of its neighboring nodes. In data relaying
splitting and forwarding carry on till all the regis the algorithm chooses the node which have distance
have one node remaining. GEAR comparison witkequivalent to or lower to average distance valuk an
GPSR protocol which has the same non-energgt the same time having highest energy levels
aware characteristics and was one earliest pratocddetween its neighboring nodes. Through energy
developed to handle geographic routing whictkevel indication, if needed, a fresh node is chosen
applied planar graphs in resolving the constraifits then each node depletion of energy is significantly
holes. GEAR shows perform better than GPSR angduced contributing to extended network lifetime.
the advantage of GEAR is the reduction of energln  EAGR, data dropped only if the target
consumption in the path setup time and delivery adestination is not active or if there is lack of

packets. neighboring nodes which is alive to relay data.
Research conducted by authors comparing the
10.3.2 Geographical Adaptive Fidelity outcome of EAGR with shortest path greedy

Geographic Adaptive Fidelity (GAF) is also algorithm using OMNET++ simulator describes the
energy-aware routing techniques [51]. Themmense difference between the two, with EAGR
conservation of energy by GAF is conductegerforming far superior in comparison with the
through the switching off redundant nodes in thsimple greedy algorithm [53].

network. GAF conserves energy by turning off

unnecessary nodes in the network which does nii. CATEGORIZATION BASED ON
affect routing efficacy. All the sensor nodes use PROTOCOL OPERATION

GPS-assisted geographical based to connect their

selves with a section in the virtual grid. When thdhe Classifications based on protocol operations
nodes relate to the same section on the grid, adde grouped into Query based, QoS based,
then there are classified as equal in terms of giacknegotiation based, Coherent based routing and
cost routing. The equitability of maintaining nodegnultipath based. The negotiation based protocols
in grid sections ensures the area to be desigmstedhave the objective to eliminate the redundant data
sleeping state thereby conserving and savingy include high level data descriptors in the
energy. Thus, GAF can substantially increase th@essage exchange. In query based protocols, the
network lifetime as the number of nodes increasesink node initiates the communication by
Nodes change states from sleeping to active in tulfoadcasting a query for data over the network. The
so that the load is balanced. There are threesstafé0S based protocols allow sensor nodes to make a
defined in GAF, these states are discovery fdradeoff between the energy consumption and some
determining the neighbors in the grid, active whicQ0S metrics before delivering the data to the sink
reflecting participation in routing and sleep whernode. Finally, multipath routing protocols use

the radio is turned off. multiple paths rather than a single path and it has
demonstrated its efficiency to improve wireless
10.3.3 Energy Aware Greedy Routing sensor and ad hoc networks’ performance for load

Energy Aware Greedy Routing (EAGR) [52] is abalancing, reliability, fault tolerance, bandwidth
location-based protocol for providing geographicapggregation and QoS Improvement [54].
information on the sensor nodes, and at the same

time preserving energy level accessibility in sensol1.1 Negotiation-Based Routing

nodes, considering the fact that every node wrich In negotiation-based routing, higher level packet
available on the shortest path loose energy vefescriptors are applied for eliminate redundana dat
fast, leaving a gap the section resulting in packeby means of negotiation. The protocol makes
dropping. EAGR provides all nodes with thedecisions through communications and resources
identical energy levels where a threshold energgvailable to them within a certain period of time.
rank is set if the nodes have lesser energy than thihe main motivation for using the protocol was
original level. The nodes which have a lowethat, they spread data by flooding techniques will
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generate implosion and overlap among the datbél.4 Non Coherent and Coherent Based

being transmitted; therefore nodes will receive Routing

replica copies of same packets. Therefore thiRouting uses various kinds of data processing
operation consumes a lot of energy and as well ashemes, and normally in sensor networks, nodes
more data processing through the transmissions ofight join forces among themselves in order to
similar data by various sensor nodes. The rationajgocess diverse types of data being flooded irgo th
behind the designing of SPIN is the distribution ohetwork. There are two types of data processing
data of one sensor to every sensor node hgchniques; namely coherent and non-coherent
predicting the sensor nodes are supposed to be baseting. In coherent routing, packets are relay to
stations, thus preventing duplicate data andggregators after minimum processing. The least
redundant data from being transmitted to nexamount of processing typically comprises of time
sensor or to the base stations by performing stamps and replica suppression. Coherent based
sequences of negotiation messages before the realiting is the best choice to use carry out effitie

data transmission begins [55]. energy routing. Moreover it allows the processing
of raw data in the same domain area by the nodes
11.2 Query based routing before being transmitted to next available nodes fo

The protocol involves a technique whereadditional processing. Coherent routing bring about
destination nodes propagate queries for datae realization of energy-efficient routing wheneve
initiation from the node throughout the networle th energy issues arise because the process allow for
node which had that specific data send the santee generations of longer data streams, so energy
data that matches the query to the node whickfficiency is obtained by maximization of the path.
started the query. Normally the queries ardultiple Winner Algorithm (MWE) is an example
illustrated either in structured natural language cof coherent based data processing routing [25].
higher level query languages. For instance, a s@&on-coherent based routing operations include
client C2 could present inquiry to node N2 with thesmaller packet traffic loading, while for instance,
following question, Is there any movement of car€oherent produces lengthy data streams, energy
around the battle field section 2? Every nodefficiency might be accomplished through optimal
contains tables made of sense queries beimgutes. While Non-coherent processing routing,
received and transmits according the matches dhta processing occurs in three stages: 1. Target
tasks after receiving it. An example is Directeddiscovery, data gathering, and pre-processing, 2.
Diffusion, where the base station broadcast thRelationship affirmation and lastly 3. Elections of
interest message to every sensor node. While teentral node. In stage 1, a target is discoveraty d
interest is disseminated through the network, thgathered and pre-processed. A node might make a
gradients from the source to the base stationetre slecision to join in cooperative operations, befibre
up. If the source node has the data of interest, tlenters stage 2, where declaration of intent are
source immediately transmits the data alongside ttenounced to all neighboring nodes. Because every
interested gradient path. Consumption of energy sensor needed to have faster understanding of the
decrease by means of data aggregation which lscal network topology, this process is quickly
performed during routing. Other examples of Quergxecuted. In stage 3, is the election of centrden
base routing protocols are Rumor RoutingBecause the central node is chosen to operate at

ACQUIRE and COUGAR [4]. higher delicate data and information processing, it
requires high levels of energy reserves and high
11.3 QoS based routing speed computational capability. Single Winner

The standard criteria for the network has to bdlgorithm (SWE) is a good example of non-

balancing of energy consumption between qualitgoherent.

data through the fulfillment of distinct QoS metri

such as energy, delay, packet loss, throughputl.5 Multipath based Routing

bandwidth whenever sending data to the baskhis type of routing protocols uses multiple paths

station. An example is, SPEED (Stateless Protocaistead of a single path for the enhancement of

for Real-Time Communication in Sensor Networkshetwork lifetime performance, in other words, the

and SAR (Sequential Assignment Routing). discovering of multiple successful paths from
source to destination to send packets. If the riailu
occurs in the primary region between the source
and the target destination, alternate paths are
created to carry on the assigned scheduled sensing
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tasks, and the alternate paths are kept active kiggradation of network performance. To handle this
messages being sent frequently therefore leading issue, data dissemination algorithms can profiinfro
the high cost of energy consuming and traffithe high density of sensor network to raise the
generation. Directed Diffusion is a good example ofapability of network by employing several

this type of multipath routing. network resources. Multipath routing technique
therefore produced the most convenient solution in

12. MOTIVATIONS FOR USING supporting the bandwidth conditions of various
MULTIPATH ROUTING APPROACH applications to decrease the possibility of network

congestion through separation of network traffic
Multipath routing schemes does improve efficiencyacross several routes. Moreover, the dissemination
wireless sensor and ad hoc networks performancef network traffic across numerous sensor nodes
The following are the motivational benefits to bemight contribute to equitable energy consumption
derived when multipath routing techniques ar¢yetween the nodes and extend the lifetime of the

used. network. However in radio communication, the
o transmission character of the broadcast prevents
12.1 Reliability and Fault-Tolerance attaining of such goals, the reason being that in

In view of rapid time change characteristics oingle-channel wireless network, sensor nodes work
dynamic network topology, low-power wirelesswith shared wireless channel to correspond with
links and frequently wireless interferenceamong nodes. So the simultaneous operations of
transmitting a reliable packet in a wireless nekworneighboring routes contribute to immense inter-path
is a difficult task. As the primary inspiration of interference that increases the possibility of pack
multipath routing in sensor networks were to giveollision at the nodes in the direction of active
route resilience and the transmission of reliablgoutes. This problem is known as route coupling
data. Fault tolerance in sensor network simplgffect, which relatively hinders the performance of
means if a node cannot relay the packets in thaultipath routing [56].
direction of the sink, available alternative pagins
used to prevent packets from failures coming from2.3 QoS Improvement
either the node or link. The scheme is such that €90S is measured in the terms of throughput; end-
far as alternative paths are available from a targeo-end latency and lastly delivery data ration vahic
area to the sink node, packet transmitting can hgre all essential goals in developing multipath
continued without any interruption even in the casfouting protocols for various kinds of networks.
of path failure. Moreover multiple paths are als®Routes which have been discovered with several
used concurrently to rise up the reliability of keic properties might be employed to spread network
transmission. There are two ways of providing datgaffic on the conditions of QoS demands of the
transmission reliability simultaneously in multipat applications for which the multipath routing is
routing; the first technique is founded by sendingntended for. For example, real-time critical data
numerous copies of the original data across variogsight be sent through high capacity routes having
routes to allow recovery of data from several routgesser delays, while the delay non-critical packets
failures. So the reliability of data transmissian i might be relay through non-optimal routes with
assured when at least one route is able to forwarlgh end-to-end delays. Additionally unlike single-
data safely [11, 16]. The second technique igath routing method, multipath routing technique
erasure coding which certain protocol used t@ustains QoS demands of the designed application
extract reliability performance from severalwhenever routes failures happen by channeling
systems. For this approach, every source nodetwork traffic to alternative active routes. But
inserts extra information to the original data befo pecause of lack of link layer problems in single-
distributes the packets across different routeSnSo channel wireless network, enhancing network
case of routes failure to send packets to the sinfhroughput and delivery data ratio by concurrent
data transmission can still continue bymultipath routing for sensor networks will be
reconstructing packets from previous good routes. difficult when compared with wired networks [11].
The majority of the proposed routing protocols for
12.2 Load Balancing and Bandwidth WSN are focusing on efficiently using extremely
Aggregation constrained resources, in particular the energy. On
Resource constrains in sensor nodes illustratés thehe other hand, one significant factor of the nogti
the rigorous traffic loads in high-data rateprotocols, the QoS routing has not been paid
applications are subjected to congestion, leading enough attention from researchers. In order to
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minimizing energy consumption, it is alsotransmission environment with less energy
significant to deem QoS requirements such as ttewnsumption, by efficiently using the energy
delay, reliability, throughput in routing in WSNSs. availability of the nodes to discover multiple resit
The authors in [57] have addresses the problem tf the destination. For the purpose of real-time
QoS routing in order to improve energytransmission of multimedia data, authors [62]
consumption in WSNs through formulating a pathpresented a new QoS protocol which called Real
based energy minimization problem subject to QoSme Energy Aware (REAR) applies to WSNs. In
routing constraints expressed in terms of delayhis protocol the metadata is employing to establis
geo-spatial energy consumption and the reliabilitymultipath routing for decrease the energy
In addition the authors [58] have proposed a novelonsumption. In [63], the authors proposed an
QoS-aware routing protocol to support high datenergy-efficient multipath routing protocol for
rate for WMSNSs. Being multichannel multipath, theWSNs and distribute the traffic through the
routing decision is made according to the dynamimultiple paths which have discovered based on
adjustment of the required bandwidth and patttheir cost, which depends on the energy levels and
length-based proportional delay differentiation fothe hop distances of nodes along each path.
real-time data. In [59] author proposed a multipath

method which employs the virtual grid, to meet thd2.5 Reduced Delay

real-time requirements. In order to choose one &fhen using the single path routing protocol in
multi-paths depends on the service differentiationyireless sensor network, if a route or path in adse
the proposed method uses numerous informatiorode failure, it implies that a fresh discovery of
such as the size and transfer period of sensed dgtath procedures should be undertaken again to
Besides to an existing path, the algorithndiscover routes which are new contributing to delay
dynamically chooses an alternative path accordingf route discovery. Delays in multiple routing are
to multipath environments. Furthermore, it allosatediminished because of backup paths identifications
the shortest path to the sensed data with most strduring the period of route discovery. The main aim
time. Authors [60], presented a Multiconstrainedf multipath routing protocols is to enable utmost
QoS multipath (MCMP) routing in WSN. Based onutilization of the network lifetime is operatiorathd
this model, an approximation of local multipathmeet the intended observation schedules [64].
routing algorithm is explored to provide soft-QoS

under multiple constraints, such as delay anii3. BASIC PRINCIPALS IN DESIGNING
reliability. This MCMP routing algorithm trades MULTIPATH ROUTING PROTOCOLS
precise link information for sustainable

computation, memory and overhead for resourcéhere are diverse kinds of multipath routing

limited sensor nodes. protocol techniques and most of them are designed
to meet certain specific application targets.
12.4 Energy Efficient However, the general consensuses were the

One of the design challenges confronting wirelesestimated performance gains to be measured by the
sensor network is the issue of limited power supplgapability of the recommended protocol to create
for sensor nodes. Resources for wireless senssufficient number of higher quality paths or routes
networks are vast; especially hundreds andhe protocols must entail embedded components
thousands of sensor nodes which all need adequ#li@t enable creation of multiple paths and the
supply of energy to perform effectively. So a usagéapabi“ty to allocate network traffic across paths
of energy is a pre-requisite for maximization of th explored. Although the multipath routing approach
entire lifetime of the network. In single pathhas been employed for different purposes, the
routing, for example if the same optimal paths ar@chieved performance gain is highly affected by the
used continuously all the time, some nodes migi@bility of the proposed protocol to construct a
deplete their source of energy at a quicker ratufficient number of high-quality paths [36]. Each
therefore leading to network partition [16]. Anmultipath routing protocol includes several
Energy Efficient Multi-path Routing Protocol is components to construct multiple paths and
proposed for WSN's [61]. The protocol argues thaglistribute network traffic over the discovered ath
when using the minimum energy, path will dissolveds well as the maintenance of the paths. Below are
the nodes energy rapidly and the time taken to fin@rief explanations the components for multipath
out an alternate path will increase. The protocdputing.

employ multiple paths between the source and the

sink which is intended to grant a reliable
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13.1 Path Discovery very practical for transmitting multimedia contents

In wireless sensor network, sending of data is resource constrained sensor networks. In [66], a
traditionally undertaken by multi-hop dataoptimized nod-disjoint multi-path routing method is

forwarding schemes, so the primary goal of th@resented which give a throughput enhancement
route discovery is the discovery of a pair ofmoreover load balancing for transmitting

intermediate nodes to be chosen to create or buitdultimedia content. In [67] the researchers
the numerous paths from the source to the sinfresented TPGF is the first multi-path routing

nodes. There are several kinds of requirements usprbtocol in the WSNs field. It concentrate on

by the current multipath protocol to formulateexploring the maximum number of optimal node-

informed routing decisions. Some of thesdlisjoint routing paths in network layer in terms of

parameters are; the number of path disjoint is omainimizing the path length and the end to end
of the primary conditions, it allows every existingtransmission delay as well as taking the limited
path disjoint to maximize its main path disjointeo energy of WSNs into consideration.

conditions to give higher aggregated network

resources. The random deployment of sensor nodes

makes it almost impossible to find a bigger pair of o @
node-disjoint path among sensor nodes and sink ° o
node. Numerous paths can be discovered in

multipath routing and their classification are; non o o

disjoint paths and disjoint paths [11].

13.1.1 Non-disjoint paths Figure 12: Node-Disjoint Paths
The Non-disjoint paths also called as joint multi- o _
paths which can have links and nodes in commoh3-1.2.3 Totally disjoint multipath

with any loop-free paths. In Totally disjoint multipath when concurrent data
transmissions happen, the pair of optimal routes ar
13.1.2 Disjoint paths linked together at the edge and so there is no

The Disjoint multipath process attempts to discovepterference. In [68] the case of totally disjoint
disjoint paths based on the degree of independeng®lltipath is a multi-hop which provides an

of each path. These paths can be grouped as belo@gtimation of = throughput through ~multipath
techniques by taken into consideration the effetts

13.1.2.1 Link-disjoint multipath existing interferences within the network. Here the

The Link-disjoint paths refer to set of paths thafésearcher's focuses on networks with fixed and

have no common links however they may sharBon-energy constricted wireless backbone. The
some common intermediate nodes. In [65], th&esearcher also adopts an incremental approach to
authors proposed a multipath routing scheme t@ckle the problem by first taking into account the

distribute the traffic over the multiple link-disjp  interference between a single source-destination
paths based on the path deputies theory “or@if and next between multiple sources and

neighbor one deputy service, different neighboflestinations.

different deputy servidé i . i
13.1.2.4 Maximally Disjoint Multipath

For Maximally disjoint multipath routing comprises

e G with several pairs of node-disjoint routes which ar

e ° @ used to efficiently optimize a disjoint features
among the probable routes, and at the same time

G o maintaining to the lowest frequent nodes. In WSN,

the availability of fully disjoint routes are less

Figure 11: Link-Disjoint Paths common, so a substitute solution is through the
application of partially disjoint routes, espegiall
13.1.2.2 Node-disjoint multipath through the maximally link-disjoint routes. A st

The Node-Disjoint Multipath refers to the set ofroutes coming through the source to target is
paths in which each path does not share any nod@smed to be known as the maximally link-disjoint
other than the source and the destination nodeghenever the amount of links shared between the
Therefore they are not influenced by failure on théoutes are less. There are evidences to prove that
other path. Most existing routing protocols are nofully disjoint routes are known to have null linksg
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multipath routing favors the routes with minimum13.1.2.7 Radio disjoint multipath
joints in general. Radio Disjoint Multipath (RDM) consist of pairs of
routes either having a minimum interferences from
13.1.2.5 Partially disjoint paths - braided radio, or several paths which are not interfering
multipath with each other and applied to decrease the impact

Braided multipath or partially disjoint comprise ofof nodes interfering with other. According to the
set of node-disjoint paths through relaxation ofesearchers, [61] that recommended Maximally
node-disjointness. For every node on the primariRadio-Disjoint Multipath Routing (MR2), the focus

path, an optimal alternative path from a sourceas to resolve the challenges of routes interfexenc

toward a sink that does not include that node with each other with specific references to WSNs
computed. These alternate paths could potentialfer intra- session as well as inter session
have much similar delay to that of the primary patinterferences. To supply the requisite bandwidth to
and then extend more or less same amount ofultimedia application, there is a step-by step

energy as that on the primary path. techniques provided for a specific session and
normally only a single route is develop at
o @ immediately is considered. Furthermore extra

routes are built whenever needed, especially during
A congestion or during lack of bandwidth. In
o e o o o MANET ad hoc networks, Radio disjoint multi-

path routing are discussed in [69] and it is a
technique used for selecting multiple routes which
are to be used simultaneously thereby reducing the
impact of interferences among the nodes. In order
13.1.2.6 Zone-Disjoint Multipath to determine the interference level of a node, the
Zone-disjoint multipath consist a set of paths irauthors deemed a method to evaluate the load of a
which data communication on one path will nothode in terms of a given parameter to evaluate the
occur interferences with the data communicatiopackets transmitted or received by the node itself
from another path. In combat missions, real tim@nd to evaluate all the packets heard from therothe
streaming in WSNs is needed to provide usefutodes in the vicinity. The RDMs are classified into
information for high quality data about the missiorthree groups as described below:

critical spots. Several progresses had been made in

recent years that have enabled large-scale WSN 18.1.2.7.1 Full radio disjoint multiple paths

be deployed supported by high-bandwidth (FRDM)

backbone network for that can ensure higher rate dhis is a shared interference among the full
streaming; the WSN remains the bottleneclintermediate nodes of every active routes
because of the low-rate radios used and the effegtgncurrently is deemed as zero. FRDM routes must
of wireless interfering. Authors in [70] first be node disjoint.

presented a method to evaluate the quality of a

path set for multipath load balancing, taking intdl3.1.2.7.2 Partial radio multiple disjoint paths

Figure 13: Partially Disjoint Paths

account the effects of wireless interferences and (PRDI\/I_)_ _ _
that nodes may interference beyond communicatiobhis type of disjoint routing some of the
ranges. intermediate nodes with each selected routes are

Secondly there is interference minimized multipattinterfering with each other, while non-chosen nodes

routing (I2MR) protocol which have the ability to have no interference. PRDM paths are built by two

increase throughput through finding out the severa¥ays, that is, through link disjoint or by node

zone-disjoint routes to be used for balancing lpadsglisjoint routes.

Moreover, the researcher proposed another method,

congestion control technique which enhancd3.1.2.7.3 Non radio disjoint multiple paths

throughput through load balancing at the highest (NRDM)

possible rate supportable. Lastly, validate thdpatFor Non Radio Disjoint Multiple Paths (NRDM),

set evaluation method moreover evaluate andie whole intermediate nodes of every route chosen

compare the 12MR protocol and congestion contrdlave interference issues among each are each.

scheme with AODV protocol and node-disjointSometimes, even node disjoint multipath routing

multipath routing (NDMR) protocol. might be regarded as NRDM especially there is a
match or similarities in the nodes topology.
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13.2 Path Selection and Traffic Distribution 13.2.3 All paths at the same time

The path selection and traffic distribution is alsdt is another technique of multipath routing, whare
multipath routing component which is plays equallypair of routes where the traffic is relayed totak
significant job. When creation of multiple pathsavailable multiple routes at the same time, leading
ends, next target is the choosing of the right arhouto decreases of delivery time, and delivery rasio i
of paths needed for transmissions reasons only. Th&so increased.

multipath routing design objective is that, a sfieci

number of paths must be chosen to equal thk3.3 Path Maintenance

performance criteria of that particular applicationPath maintenance is another component of
That is why choosing the path selection techniqueultipath routing protocol. WSN is susceptible to
to choose the approximate amount of paths i®source constrained of nodes, wireless signals and
essential area in order to get the best desigrode or link failures. In view of the listed protyis,
properties right to attain a higher performancéhe path re-creation must have mechanisms to limit
multipath routing protocol. For examples, a certaimlegradation of performance. The core operations
protocol might attempt to use the most optimahnd schedules for path maintenance tools in
favorable path to transmit data and keep the extraultipath routing protocols entails three points;
path to handle fault tolerance issue, while anothdtirst, activation of paths which have failed, Set;on
routing protocol might use lots of wirelessactivation of all failed paths and Thirdly, actiat
networks, but does not mean data transmissiaf specific amount of paths which have failed to
capacity will be higher. Whenever pair of paths isespond. The regularity of initiating route
chosen between the discovered paths, the routimgdiscovery process in the first approach is more
protocol must determine the sharing of networkhat other approaches and that might hinder
traffic ~ across selected paths. Resourcperformance of the network and imposes high
maximization can be realized across individuabverhead, so normally the third method is a good
paths when the injected traffic is computed in 'ermone to use and might use as a trade-off between the
of paths capacity on all paths [52]. other approaches [11].

13.2.1 One path at a time 14. ENERGY-AWARE MULTIPATH

One path at a time implies a pair of routes whereby = ROUTING PROTOCOLS

traffic can be relay by applying only a path which

have the most appropriate measuring metrics, whilEhis type of multipath routing protocols are usyall
the rest of the paths found are maintained fdeuristic protocols which have the ability to

backup purposes. CHOOSE the next hop destination based on the
residual energy of the neighboring nodes.
13.2.2 Simultaneous use of K- paths Normally sensor nodes having limited levels of

It comprises of a pair of routes where trafficenergy, and to prolong the network lifetime, by
forwarding is accomplished above K distinctiveusing energy-aware techniques attempt to avoid
routes concurrently. The researcher [71]¢hoosing sensors which have lower energy during
emphasized on packet transmission havinfprwarding of data, and this approach lead to
continuous ~ consistency through the senseetwork partition, due to faster depletion of eerg
information generated by multipath routing schemedn some of the sensors. Therefore, the technique is
Delivery of information is accomplished throughthe best heuristic applied for balancing routing
fewer number of data transmission. There arprotocols efficiently. Moreover, the technique for
restricted number of routes which are used amortfese types of routing protocols attempt to balance
the source and the target destination established the load from communication channels centered on
the seriousness of the information which are to bié@e residual energy of sensor nodes which cantassis
transmitted rather than usage of the probablid balancing energy consumption and providing
routes. The researchers also promulgated MultipatBliability of data through multiple routes method.
Data Transfer protocol which have the capability tdélost of the routing protocols under this
offer  continuous numerous routes  forclassification build the routes through broadcastin
communication among random multiple nodes. Theessage to the whole network. The key standard
benefit of the algorithm is to spread the work loador broadcasting the messages is enable collection
between the nodes evenly so network life i®finformation from the neighboring nodes and also
prolonged. to create neighboring table (NT). Each node consist
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of a neighboring table that keeps the most esdentiaetwork is allocated a unique ID, and extra ability
information of the neighboring nodes like residuabf estimating the packets received and packets sent
energy, distance of the hop and strength of thgrobability applying the link quality information.
signal strength. Furthermore, the neighboring tabl€he multiple paths are determined through
supports the node by enabling them make the bedissemination of messages and every node keeps a
choice for the next hop, applying the appropriateecord of neighboring table that maintains the
features kept in neighboring table. The use of thimformation of neighboring nodes such as residual
technique  contributes to  multiple  routeenergy and transmission range. When the creating
infrastructures being constructed by the nodesf the routes is completed, packets are sent
which are intended to meet particular conditionsaccording to the f the packet sequence number and
Reactive routing are primarily used by Energythe number of hops that is further from the sink.
aware protocols, this implies the route isThe explanation for this implies, the source attemp
constructed exclusively if it is needed, so ito initial send the packet having the lowest
decreases many of the communication overheadsequence number through the path with the lowest
Another issue is Path maintenance, which is a keayumber of hops. After the sequence of the packet
setback for all multipath routing protocols. Tonumber and the hops linked to the route rise higher
ensure maintaining of path performance or pathnd higher, and so this process can lead to thke sin
failure, the destination node take charge olbeing able to receive packets in sequence. The
observing delays from inter-arrival delay fromtechnique assist to spread the network traffic sero
every packet. When the delay is recognized to btbe entire multiple routes, thereby the network
over a pre-defined threshold, the sink assumes tHdetime rises. In [75], the researchers suggested
route is broken. In [72, 73], the researcheEEAMR, a routing protocol with the capability to
promulgated efficient algorithm EEMR to disseminate traffic based on each node residual
determine node-disjoint multiple routes among thenergy and also signal strength obtained. In cxler
source and destination nodes. Multiple routes caachieve constant resource consumption, more loads
be created by taken into account a link costre allocated to under-utilized routes and lesddoa
functions, that have the properties of both energgllocated to over-utilized route. Moreover in
level and hop distance. The researcher alsmnserving extra energy, nodes that are not agtivel
proposed a load balancing algorithm, which assistavolved in transmitting of data transmission goes
in spreading network traffic equally over the emtir into sleep mode. In [76], the researchers sugdeste
network. This load balancing is attained through a multipath routing protocol known as Reliable and
definition Energy Efficient multipath routing protocol

N 2 (REEM), having the ability to create multiple
- (ZH T pj) routes from source to destination, taking into

N

@ (r)= ) @ consideration the node reliability and energy level
NZ:(rj pj) The route is created through the base station by
J=1 broadcasting of messages and every node receiving

Whereby N stands for number of disjoint routeshe information will store the neighboring
among the source and the sink, Whi]$mnds for information in a table. Additionally, the route

the product of the route cost that is the totatath reliability is estimated through the base statigrab
link costs beside the route j, r stands for traffignethod such as weighted and oriented graph, found
distributed to every accessible routes gninplies On the neighboring nodes information. In large

' o : . scale WSNs, energy efficiency is indeed a difficult
traffic the apportioning to the path j. Every time

the ratio of load balance attains 1, the assumggion Sr%tgiﬁa:;(;mi:js II\;I]uI[t7| gtﬁ r%rgﬂlt?r?te(iﬂn ﬁgr'nenos\gf\ele
that, there balance in traffic. Furthermore, ever P 9 9

time a successful delivery occurs for each dat er;zs'\c/)lrs) r\‘/\im%kes atr)]i‘lail;/mt% Crgrlgtg?\lz esr:r;l: nc_)rdh(zs
packet, the sink node might retrieve the curre y 9y

condition of the multiple routes being used, inesrd egltiallg] Soifnlzh'iogoeu;mgngr?ﬁ;o'a's ﬁgsdegltﬁy'ggst
to support the spreading the data across the rout8a P PP P

Through the application of the link quantity Whichmetr!C to choose the mulpple routes._The path cost
is being used a benchmark for performance metrid1StrIC 1S fo_unded according to the distance among

T1ljglﬁultlple neighbors, hop count and energy available
0

the researchers in [74] recommended a multipa R

. . r every node. For certain situations, WSNs are
routing protocol, QoS and energy-aware mUItlpatget-u in a location which can enable the base
routing (QEMPR) to be used for real-time P

applications in WSNs. Every single node in thtation to query a specific area of the network to
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gather the sensing information of every node. thEnergy saving is done by putting the interfering
authors in [78] also recommended an energgodes to passive state that is sleep state and afte
balancing multipath routing protocol (EBMR) going to passive state they will not take partniy a
established on client-server architecture having m@uting process.

base station handling all the data obtained froen th

sensor nodes. To achieve path construction, this 1¢.1 Energy-Efficient Multipath Routing
implemented by applying broadcasting messages Protocol (EEMRP)

from the base station. Every node in the networkEnergy-Efficient Multipath Routing Protocol [72]
consist of neighboring table, so any time the badeverage on the path diversity given by the
station intends to query certain data in the netwomultipath routing technique to extend the lifetime
it transmits a Data Enquiry (DE) message. All thef the network through broadcasting network traffic
nodes having the requisite data will responsacross several node disjoint routes. If a schedule
through a Data Enquiry Reply (DER) messagehappens in the network, a sensor node in the
When the DER message is received, the baseheduled region is chosen as the source node to
station proceeds further to evaluate the shortast p begin the route discovery procedures. Subsequently
to the source node by computing the total of energhe chosen source node broadcast several route
utilization and then sending packet from source teequest messages to the neighboring nodes, and this
base station. Though the protocol is known have tmute request message adds various IDs to create a
been successful in providing intelligent andseveral node disjoint routes from the chosen source
adaptive energy aware multipath routing techniquén the direction of the sink node. At route discgve
but still confronted with certain major challengesprocedures, every transitional node chose oneeof th
arises. In the first place, broadcasting of message suitable next-hop neighboring nodes to the
flooding for the entire network contributes to hugedirection of the sink node that agrees with the
communication overheads. Then transmitting thequation module of the protocol and not belongs to
similar data packet from various determined routeany other pathsThe main advantage of the protocol
consumes much energy at every data routing no@stends the lifetime of the network lifetime thrdug
and so network traffic is rises immensely. Lastlythe spreading of network traffic across multiple
routing protocols are wusually susceptible taoutes in agreement with the data transmission cost
malicious attacks. For instance, broadcastingcross these routes. The enduring battery rateeof t
messages is the main source of communication 8ensor nodes and their distance to the sink nagle ar
publicizes themselves to their nearby neighbors. Segarded to be the main critical boundaries in the
if node A receives a message from node B, but wasute discovery and load distribution algorithms.
certified as having more residual energy and momdode-disjoint multipath routing protocols construct
strength signal, this can contributes to node Aaths with no common nodes/links and provide
choosing node B to be the next routing node for thieigh resilience and fault tolerance since a node
next data; but node B might be the attackefailure impacts only one path. However, they
broadcasting and, having the higher transmissiamsually suffer from control message overhead and a
power and might convince the nodes that it is thelack of scalability.

primary neighbor. This will lead the network traffi

into confusions and affect network reliability and14.2 Low-Interference Energy-Efficient

security as well. “HELLO flood attack” is the Multipath Routing Protocol (LIEMRO)
common feature of this kind of attack. The authorelEMRO protocol [81] improve the performance
in [79] proposed EECA algorithm which is andemands of event-driven sensor networks through
energy efficient node disjoint multiple path rogfin disseminated network traffic over high-quality
algorithm, with the aid of node position paths with less interference such as data delivery
information, it to discover two collision free rest ratio delay, throughput and lifetime by construatio
with constrained and power adjusted flooding andf an sufficient number of interference-minimized
then transmit the data with minimum powerpaths. Moreover LIEMRO exploits an adaptive
required through power control component of théerative method in order to build enough number of
protocol. In [80], the main objective was to pravid node-disjoint paths with less interference from
necessary bandwidth to multimedia applicationgvery event area to the sink node. When an event
through non interfering paths. It is an incrementahappens in the sensor field and there is no active
approach, only one path is built at a time angath for data transmission to the sink node, the
additional paths are built when required typicatly elected source node starts to create the firstipath
case of network congestion or bandwidth shortageending a route-request message to the sink node.

e
494




Journal of Theoretical and Applied Information Technology
20" January 2014. Vol. 59 No.2 B

© 2005 - 2014 JATIT & LLS. All rights reserved-

SATIT

E-ISSI817-3195

ISSN:1992-8645 www.jatit.org

Through this stage, the source node and all thequest message which shows that the lower hop
intermediate nodes choose one of their next-hapount than the existing routes (found on the same
neighboring nodes. This protocol also employs aode), it substitutes every earlier set up route
dynamic path maintenance procedure in order through special determined path. AOMDYV does not
check the quality of the active paths throughntroduce load allocation schemes in order to
network operation and adjusts the injected traffiseparate network traffic across recognized paths.
rate of the paths according to the latest perceivethis protocol use flooding in order to spread the
paths quality. However, LIEMRO does not deenwhole path information through the network during
the consequence of buffer capacity as well as thhe route discovery phase. AOMDV-Inspired
service rate of the active nodes to estimate ardultipath Routing Protocol employs the
adjust the traffic rate of the active paths. information given through MAC layer to decrease
latency in data transmission.
14.3 AOMDV-Inspired Multipath Routing The Table 2 below, explains the various energy
Protocol aware multipath routing techniques like EECA,
The authors in [63] have updated the AODWIEMRO, MR2, EEMR, AOMDV-IMRP. This
protocol and it was promulgated based on AODYouting algorithms for multipath works through
multipath routing version. The main aim is topath disjointedness which can be node disjoint,
accomplish energy efficiency and also low latencgxample, MR2 or partially node, Route request
communication rate in sensor networks by usingnessaging, that includes, 1.flooding,example,
cross layer information. In the construction oftpat EEMR and EECA, 2 multicasting, example,
it is almost similar to the technique found inLIEMRO, whether the algorithm is initiated from
AOMDV, but with little enhancements. For the source, that is, source initiated, almost &ll o
AOMDV attempts are made to determine everghem are initiated from the source such as EEMR,
probability link-disjoint paths among every set ofMR2, ECCA. Moreover, Collision avoidance of
source, sink nodes, the AOMDV-Inspired multipatheach routing protocol shows ECCA and MR2
routing protocol, it applied a different routingpta attempts to avoid collisions, while the rest
management tactics to build only hop count optimdllIEMRO, EEMR and AOMDV-IMRP does not
paths toward the sink nodes. The sink node of thevoid collision. Finally balancing of load during
protocol have the capability to confirm an extraouting processes illustrates LIRMRO, MR2,
route only if the first hop is not the same as fronEEMR have load balancing capabilities and
the earlier discovered routes, and also if it githes  functions, and however the rest of the protocols do
similar hop count to the direction of the sink nodenot have, for instance, EECA.

Or else, when the sink node receives a Route-
Table2: Energy Aware Multipath Routing Methods

. - Load
Algorithms Path Disjointedness Route request .S.O.mce . .SI.nk CO].JJSIOH' balancing
message initiated initiated avoidance
EECA Node disjoint Flooding W x N =
LIEME.O Node disjoint Multicasting N x x A
MR2 Node disjoint Flooding W x m‘ N
EEME Node disjoint Flooding & x x ~
A?WM%,V_ Node disjoint Flooding N = = =
Sharma et al.. Partially Node Multicastin “ W N N
2013 disjoint g

was because of the degree of fault tolerance, af lot
previous research by authors on multipath routing
For alternative path routing, several of the currermethods comes under this class. The issue being
multipath routing protocols belonging to thisthat link and node failures is the key areas fateo
category was suitably designed to give faultailures; the key purpose therefore of the protscol
tolerance using the protocol stack for the networlyas to certify specific performance indicators by
layer. The main motivation for employing means of conserving several alternative routes as
multipath routing techniques for reliable databackup paths to be used when needed.
transmission across not unpredictable connections
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15.1 Directed Diffusion continuous delivery of packets to the sink might no

The Directed diffusion [12] employs publishedfunction very purposeful because the query-driven
communication model whereby a sink nodealelivery format may not help in this regard.
requests data by transmitting an interests for @herefore the Directed Diffusion is not a good
named data. When the interest is distributed argklection as a routing protocol to be used for
flooded through the network, every intermediatenonitoring application like the atmosphere.

node creates a gradient with its neighb -

Sensor nodes with data that matches th¢EVENT EVENT
will forward a data that is spreads by inter o ,s'm, P
nodes through established gradients to =~ | & - Wi, (AINE \i_j Ny O
Moreover the sink transmits a reinfor - \7 {“““‘ \ / \:—=+
message to the node that first forwarded i g

g INTEREST — / Gradient — /'

data to it. Intermediate nodes use the san
reinforce their upstream neighbor. After uic
reinforcement stage, the source node contint  a- |nterest propagation
send data throughout the reinforced path
Directed diffusion (DD) constructs gradients sattha
data can flow through source to sink. DD diffuses EVENT
data by means sensor nodes and apply naming
technique for data, with the main intention of ./ py U SINE
eliminating unnecessary operations of the network g 4
layer routing thereby conserving energy. Direct
Diffusion also makes it possible for attribute-valu
pairs for data and queries the sensors for on déman c- Data delivery along reinforced
criteria. For creating queries, an interest is rofi
using a list of attribute-value pairs such as disjec
distance, period, geographical neighborhood which Figure 14: Direct Diffusion Scheme
are known as interests. These interests are
transmitted with a sink via closest neighbors befor

; g 5
every node does the caching for interest da%ah

received. Every node ~ getling the InteresBrimary path, that is, not completely node disjoint

implements the caching to be used at a later tgne L : i
P 9 as shown in figure 15. Before braided multipath can

shown in figure 14. To make a better conclusio build . h d o b lculated
the interests in the caches are used to compare uild, primary paths need 1o be calculate
rough the determination of every sensor node

amount of data received with the values in interes . ) .

received. Normally the interest is made up o long the primary pa_th, sglectmn of the best path
numerous gradients sections. The gradient is fm source to §|nk is calculated. Energy
respond connection to a neighboring node fro onsumption rate is a very good measure for

where interests were being received, and it i raided routing especially when the density of the

composed by data rate, period and ending of tin{éOdeS is high and dis_tance not very _far [8]. The
originated emanating from the received interes‘?mtoco' employs two kinds of routes reinforcement
lpessages to build partially disjoint routes. Route

sections. Thus through the employing interest an ton is started th h broadcast .
gradients, routes are connected among the sink aﬁrcf[ﬁ lon f's star et roug froa ::has 'r.'gk prlr(r;arg/
the source, numerous routes will therefore be get ath reinforcement message from the sink node 1o
in order to ensure a single of them is chosen b e best sensor nodes around_the neighboring region
corroboration. The sink then re-transmits th long the source node. The sink node transmits the
original message through the chosen routes wi r:mar_ytpath dr_e![nforcgment metsstf;l]ge o a nodter;
lower time duration so enforce that the source node ¢! IN'€rmediate nodes accept he primary pa
along the routes to transmit data more on a reguljf'nforcemem message, the message IS then relay to
basis. However, directed diffusion is require e next l:()jest _Pﬁp nelgh(s)onng n?des alontgl :Ee
periodic interest broadcast and path reinforcemeniource node. inhe procedure continués untii the
which contributes to more energy consumption n?“'f”afy path is repeated reinforcement message IS
handling such control traffic. Directed Diffusion dhellvergd to the tsourt(};e node. Apartdfrom (cj:reatlng
(D) docs not apply to ovry sensor el TR (006, e souce ot ane, ey
application. So the application that need . ) . )

PP PP alternative routes in the neighborhood of theirthex
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hop neighboring sensor nodes. The procedure finistappens in the primary routes, alternative routes a
upon being acknowledge for that specific messagaade available to transmit the packet. For sensor
by any one of the sensor nodes in the direction ofode disjoint routing protocol, every sink first
the primary routes. The outcome is, evergiscovers the best node available in the neighgorin
intermediate node in the along the primary routeegion having lower delay time and high rate
create a backup route around the next-hoguality in transmitting primary route reinforcement
neighboring sensor nodes on the primary rout€he sensor node usually uses a similar scheme to
through  broadcasting an alternative pathdentify the mainly the desired neighboring nodes.
reinforcement message. Because connection ofThis reinforcement procedure replicates till the
pair of partial disjoint routes among the sourcd anprimary route is created. When this process is
sink nodes, in case of primary route failure t@ayel completed, the sink replicates similar procedure by
the packets in the direction of the sink nodebroadcasting alternate path reinforcement to the
alternative route is employed to avoid dataext most suitable node. When the sensor node
transmission breakdown. The simulation resultacknowledges only the initial reinforcement, the
have proven less overhead for braided multipathlternate routes are assured to be disjoint between
routing scheme than node-disjoint multipatheach other and along with the primary route. By
routing, however they can be energy inefficient duéhis means, sensor node does not much authority of
to alternate node-disjoint path might be longer andll reinforcement that flows along with the initial
thus expends significantly more energy than thatode. However it is more certain, this process
expended on the primary path. might discover similar alternate path which will be
created by applying the global knowledge of
network topology. The disadvantage being with the
alternate routes being created that is taking much
longer time when compared with the primary route
so is less efficient in energy. But it has the
advantage of discovering high fault tolerance by
finding alternate disjoint paths [82].

15.4 Reliable and Energy-Aware Multipath

Routing
This routing protocols was develop to reduce the
energy efficiency conditions required in sensor
networks, and at the same time providing reliable
transmission of data by storing a backup routes at
each source node in the direction of the sink node
[83]. This protocol is also similar to others
15.3 Disjoint Multipath Routing discussed earlier, because the initiation of the
Disjoint multipath routing attempts to build routing operation is through the sink nodes as.well
alternative paths that are not usually linked tdhatis, if the sink obtains an interest message fr
disjoint node within the primary path and not link& source node and cannot find any active route to
to another. Because of this processes arijje direction of the source node, it begins service
breakdown, node or link failure, are not directlyPath discovery procedures by flooding request
affected due to several autonomous primary pattigformation. When the corresponding nodes
[16]. Though latency and expend energy might beeceives the service-path request message from the
higher in alternate paths, it can provide highegource, the receiver node broadcasts responds with
quality data because the sink can decide tH&servation message in the directions of the sink
neighboring nodes might have the lowest delay dtode (that is, reverse path) in order to acknovdedg
packet loss especially when the network is floodedhe discovered route, and the service-path
The processes of the scheme entails smaller valu@servation message transports from the source
of alternative routes from the sensor to the sirk anode in the directions of the sink node. If a node
created. These alternative routes does not have difsides the reverse route receives the message, it
sensor nodes created are different from the primafjaintains a portion of the outstanding battery lleve
routes. The primary route regarded as the bet be used transmitting the data across the
available routes while alternate routes are legfiscovered route. The service-path creation
suitable because of delays. Whenever a failurocedures completes through receiving the

Figure 15: Braided Multipath routing
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service-path reservation message at the sink nodmnsumption and bandwidth consumptions that is
After, the source node broadcast its data packetsdifferent from the major demands of resource
the direction of the sink node through the createliimitation of nodes.

route. When the service-path has been created, the

sink node begins alternative route discoveryl5.6 N-to-1 Multipath Discovery

procedures in order to find a backup route in th&he protocol is recommended for traffic pattern for
direction of the same source node, and this isireless sensor networks. The key operations are
achieved through flooding with a backup routdor the concurrent detection of several node disjoi
discovery message. At this procedure, theoutes originating from every sensor node in the
intermediate nodes, that are not part of thdirection of a sole sink node [85]. In addition, in
discovered service-path, transmit the receivettansmission of data stage, every intermediate node
backup route discovery messages to all surroundirggnploys data recover mechanism for every hop to
nodes. So, a node-disjoint route is constructed tnhance reliability of data transmission. The whole
offer fault tolerance to the nodes in emergencyouting function in N-to-1 multipath routing is cgr
cases where service-path experiences breakdownsit by easy flooding mechanism in two phases. In
But though, the routing protocol is noted forthe first instance, the sink node begins the first
energy-efficient and reliable of data transmissiorphase of the path discovery procedures by
the key constrains are that point-to-point capaisity transmitting to route update messages. This process
restricted only to the single route capacity. Atgba is known as branch-aware flooding, applied the key
another important constrain, is that, the protocadvantage of flooding mechanism to build a
does not pay much attention to the impact ofpanning tree and determines multiple routes from
wireless interference and the unreliability of knk the sensor node to the direction of a sink node. At
for the necessary energy needed for transmittintpis stage, every sensor node which received route

data effectively. update message, if it is the first time, the node
chooses a sender of this message as own parent in

155 Reliable Information Forwarding direction to the sink node. So when a transitional
(RelnForm) Using Multiple Paths in node expect a route update message from another

Sensor Networks neighbor node that provides an alternative node

The protocol applied the data replicationdisjoint route through a special branch of the
mechanisms to provide the aspiration of reliabilityspanning tree it will add this route to the routing
of data transmission for every application [84]r Fotable and the procedures keeps on till every sensor
this method, if a source node intends to relay ownode determines their primary path in the direction
traffic to the directions of the sink node, itialty to the sink node and a spanning tree is created
discovers the needed data transmission reliableroughout every node. The second phase is
founded on the importance of the data gatherechitiated in order to determine several routes from
Then the source appends some information, favery sensor node in the direction to the sink node
instance, lop count, rate channel error, as Dynamiy applying multipath extension flooding
Packet State (DPS) sections to the packets amgkchanism. Every connection between the two
broadcast several copies of the produced packetsparate nodes which belong to special branches of
across multiple paths. Here the sources decide thiee created spanning tree might assist setting up
criteria for the amount of routes to fulfill the extra routes from these nodes to the directiomef t
reliability of demand of the gathered data imsink node. In agreement, the key feature for
fulfillment to the DPS sections of the packets. Inmplementing multipath  extension flooding
transmission of data, every intermediate nodes useechanism for the second phase is corresponding
the given information by the DPS sections irinformation concerning the determined node
packets receive to find out the amount of copiedisjoint paths in the initial phase among the nodes
that will be send to the next-hop neighbor nodedelonging to the various branches of the created
The procedures keep on till every transmitted datspanning tree. Lastly the source nodes separate own
arrive safely to the sink node. The foremostraffic into multiple fragment and spread the data
function of the RelnForm protocol, attempts tofragment across discovered routes. But, this
enhance transmission of data reliability byprotocol employs the single-path forwarding
employing packet replication technique for everyapproach for transmitting every data segment, while
sensor nodes included in the transmissionll the intermediate nodes use an adaptive per-hop
procedures. In addition the prominent reliabilify o packet salvaging technique to provide fast data
the protocol is achieved by high energyrecovery from node or link failures along the aetiv
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paths. Furthermore, N-to-1 multipath routingstandard benchmarks are used to adjudge he
protocol employs the broadcast nature of radioperations of all the respective routing protociils,
communications to build a number of node-disjoinincludes, Path Disjointedness which consist of
paths from sensor nodes to the sink node withopiartially disjoint, or node disjoint or Link-disja,
using further control packets. This protocol alsdroute Maintenance made of new route discovery
profits from the availability of numerous paths atwhen all the active paths have failed, Traffic
the intermediate nodes to improve reliability ofDistribution comprises of Multiple copies of each
packet delivery by using a per-hop packet salvagingacket and Per-packet splitting, Number of Paths;
strategy. However, using such a simple floodinghat is not limited to DD and H-SPREAD, Two
approach cannot result in constructing high-qualitpaths and Based on the desired reliability, Path
paths with minimum interference. According to theChooser consist of sink node, source and node
operation of this protocol, all the constructedhgat intermediate nodes. Moreover, Performance
are located in physical proximity of each other anéarameters, inclusive of data transmission, packet
concurrent data transmission over these paths miss, network failure and reliability.
decrease the network performance.

16. QoS- Aware multipath routing protocols
15.7 H-SPREAD
The protocol integrates the path constructiomn addition to the resource constraints of sensor
procedures in N-to-1 multipath routing with anodes, the main initiative at the back of designing
hybrid transmission mechanism to enhance th&rategy of this classification of the protocol is
reliability and security of data transmission inbalancing of network traffic, and also resource
sensor network [86]. The H-SPEAD protocolutilization across the entire network. Under this
guarantee of a threshold secret sharing technigsection detailed explanation of the most recent
and the path diversity of multipath forwarding torecommended protocols for multipath routing will
increase route resilient against node failures dre shown.
route that have been tempered with. The security
features of the threshold secret sharing techniqu&6.1 Sequential Assignment Routing
packets might be forwarding securely to theSequential Assignment Routing (SAR) [87] is a
direction of the sink node even if a small numbfer oprimary protocol in sensor network that begins to
nodes or routes have a breakdown or temperédmld the idea of using QoS in routing processes.
through data transmissiohe algorithm for the The SAR technique is a table event driven
protocol is such that the source nodes split packatultipath that attempts to achieve efficient energy
into several halves M1, M2, M3,..., Mn, by usingpreservation and fault tolerance constrains issues.
the secret sharing tactics, before send the patiketsSAR protocol builds trees founded in the base of a
the direction of the sink node by a different raute single hop neighboring area of the sink through the
Due to the unique properties of the threshold secrapplication of QoS metrics, the level of energy
sharing scheme, even specific amount of routegsource on every route and the priority level of
breakdown because of link or node failures, thevery data all taken into account and through the
original message might be able to be retrieved backethod of producing trees, multiple routes are
through another received shares at the destinatiestablished. With these established, a single risute
node. Nevertheless, because the techniques empldyosen in accordance with QoS and energy
the N-to-1 multipath routing algorithm to createresources requirements along the route. The
several routes, the protocol might experience fromeliability among upstream and downstream nodes
the impact of wireless interference. So the issfue éor every route is undertaken by failure enforce
high packet loss ratio impact through interferenceouting recovery table. When a local failure ocgurs
might decrease the possibility of successful datid enables automatic route restoration processes
retrieval at the sink node. It also enhances theithin the network. SAR simulation experiments by
reliability and security of delivery of data, batck authors that it offer lower energy consumption
in the ability to improve security for every singlewhen compared with another algorithm known as
node. the minimum energy metric, this algorithm has
In Table 3 which is present below, focus on thenain purpose is to focus on energy consumption for
several fault tolerance protocols such as Directegivery data instead of priority judgments. The
Diffusion (DD), Braided Multipath Routing, protocol also keeps several routes beginning from
RelnForm, Reliable and Energy- Aware Routingthe nodes to the sink, which manages fault
N-to-1 Multipath Routing, H-SPREAD. Severaltolerance and recovery, the extra cost overhead
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involved in sustaining the routing tables and ea~-

state of nodes in a case where the amount \ Beacon Exchange # Neighborhood Feedback Loop
SNGF

sensors is very huge. ‘ —
1—‘ Delay Estimation |

Backpressure Rerouting

16.2 Stateless Protocol for Real-Time Figure 16: Routing components of SPEED
Communication

Stateless Protocol for Real-Time Communication ] ]

(SPEED) [88] is another QoS multipath routingl6-3 Multipath Multispeed Protocol

protocol used in sensor networks enabled real-time (MMSPEED)

flexible end to end routing is assured. The protocd NiS protocol was developed based on cross-layer
scheme is to enforce every node to retaitfchnique among the network and MAC layer to
information of its neighboring nodes and applie@SSist QoS criteria differences in terms of timesin

the geographic forwarding schemes to discover tfi'd reliability [9]. For timeliness viewpoint,
intended route. Moreover SPEED attempts tIMSPEED is the extension of SPEED protocol by
quicken up the processing speed for every dafgcluding in it several degree of speed to certify
from the network in order to ensure ever);imeliness in data delivery. Additionally to meet
application might estimate the end-to-end delay dféldy _conditions  of  different applications,
data through division of the distance to the sinRIMSPEED additionally expands SPEED protocol
over the packet speed before making the admissid® 9ive various speed layers across a network. The
decision. Additionally SPEED has the capability tgProtocol involves data being allocated to the atrre
assist overcome congestion by avoiding it anytiméP€ed layer to be positioned in the best queue in
the network is heading towards congestion. SPEE@Fcordance to own speed classification. Then data
has a routing component known as Statele¥® e€mployed in the FCFS policy, to enable high
Geographic Non-Deterministic forwarding (SNFG)Priority packets are executed first before low
that operates with extra four components at thariority packets takes their turn. But nor_mally MAC
network layer level as shown in the figure An  Protocols employ CSMA/CA mechanism to do
estimation delay at every node is normally done bghannel accessibility, using local priority
calculating the elapsed time when Ackiransmission technique at the level of network taye
acknowledged from neighboring node is receivedVvhich usually cannot prioritize the transmission of
Through the delays values, SNGF choose the nod&ta at level of the link layer. So MMSPEED takes
that meet with the speed requirement. When agdvantage from the prioritized medium access
situation arises where such a node is ndh€chanism through cross layer corresponding. If a
discovered, the relay ratio of the node is verifiegSource node intend to relay a data in the diredton
and the neighborhood feedback loop component afte destination, it finds out the speed conditions
as the single provider for the relay ratiofirst of the data based on their own distance & th
implemented by computing the miss neighborinéiestination, before set the standard for end-to-end
node ratios, (that is nodes with less speed whidipiration and time to live (TTL). Then the classifie
does not meet estimated criteria) which is fed intgf the source node chooses the equivalent speed
SNGF component. Whenever the relay ratio ilayers which meet the speed conditions of the data.
lower than randomly produced figures involving 01 he chosen speed layer component does every
and 1, the data is eliminated, and before badccessive routing decision for the data relaying
pressure re-routing component is enabled to che@ring the transmission process. The routing
invalids, if a node does not discover the next hofl€cision is founded on the number of speed
node, and also to get rid of congestion througRrogressions wh|ch can be accomplished through
transmitting back messages to the source nodes,@%e"y intermediate node. Moreover when an
allow them to pursue alternative paths. Comparefitermediate node receive a packet and have doubt
to other routing protocols such as Dynamic Sourc¥hether the packets can meet specific deadline
Routing (DSR) and Ad-hoc on-demand vectothrough the chosen speed layer, the receiver no_de
routing (AODV) proves SPEED acts much better iff@n Set up other speed layers to meet the deadline
the area of end-to-end delay and ratio miss. Alsgenditions of the packet. For being measured in
the overall total transmitted energy is low becausiliability —perspective, MMSPEED take the
of the ease of routing algorithm namely, low packe@dvantage from multipath approach. However, this

overhead and equitable dissemination of traffic. ~ Protocol cannot support long life time for sensor
network.
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16.4 Multi-Constrained QoS Multipath Routing  comparison are made between them, ECMP filter
(MCMP) set of next-hop nodes to a smaller set by regarding
It was purposely designed to give soft QoShe energy efficiency of the links towards
guarantee in the areas of reliability and delay].[60neighboring sensor nodes.
The end-to-end soft-QoS problem was created as a
probabilistic programming problem, before beindl6.6 Delay-Constrained High-Throughput
transformed into deterministic linear programming Protocol for Multipath Transmission
by applying approximation mechanism. So MCMMDelay-Constrained High-Throughput (DCHT) [89]
was designed in accordance with the lineais a transformation adaptation of Directed Diffursio
programming technique that is a deterministi¢DD) that spelt out the notion of applying multipat
approximate of defined end-to-end soft-QoSouting protocol to assist the high quality video
problem. MCMP employ two kinds of approach tostreaming for low power wireless sensor network.
satisfy delay and reliability requirements of sensoDCHT announce an original path reinforcement
applications. For the stage of the route discovergchnique and applied fresh routing cost function,
process, every intermediate node selects thbat take into consideration the expected
neighbor node that meets the delay conditions d@fansmission cost (ETX) and delay metrics that can
the specific application. To measure up taletermine high-quality routes having the minimum
reliability, every node chooses at least one oaia p end-to-end latency. It is same to DD routing
of its own neighboring nodes, which in additionfunctions, routing in this protocol is initialized
gives the intended reliability to the directiontbé through flooding of an interest message
sink node. So, at the end of the route discovemjisseminated over the entire network. Also to
procedure, every source node might havachieve calculation of transmitting data latency
discovered a pair of partial disjoint paths whichacross every route, the sink node adds a timestamp
might meet the delay and reliability requiremerfts oto the interest message. If a specific source node
the intended sensor application. The existence bhs the capability to supply the packets needed by
data redundancy of MCMP is the mainthe sink node, it broadcasts the explore datado th
disadvantage of the protocol. Additionally becausdirection of the sink node by established gradients
partially disjoint paths are normally positionedin the initial stage. After the receipt from the
close, high data rate transmission contributesxploring data at intermediate node, the protocol
significant interference so the maximum datapplied Equations to calculate the cost of

transmissions are impacted. transmitting data across the sub-path where the
packet originated from. Then, the receiver node
16.5 Energy Constrained Multipath Routing transmits the lowest calculated cost to its nexi-ho

Energy Constrained Multipath Routing (ECMP)neighboring nodes. On the other hand, because of
[57] is extension to MCMP with the main objectivethe random topology of the wireless sensor
is providing energy efficient communication, and anhetworks, constructing an adequate number of
the same time meets the requirements of evenode-disjoint paths to maintain high-rate
sensor application. As explained in the MCMPmultimedia streaming may not be feasible.

protocol above, the intermediate node chooses a

pair of neighbor nodes which meet the criteria 016.7 Interference-Minimized Multipath

delay and reliability requirements of the data Routing Protocol

source, regardless of the energy consumption fédaximally Radio-Disjoint Multipath Routing
data transmission across links. But in the case ¢12MR) [70] is another protocol aim to maintain
ECMP protocol, it brings into focus an energyhigh-rate streaming in low power wireless sensor
optimization concerns. The problem of the protocahetwork through considering high-bandwidth
is limited by delay, reliability and geo-spatialbackbone network. 12MR attempts to build zone-
energy consumption in order to provide multi-disjoint paths and to disseminate network traffic
constrained QoS routing in sensor networks thacross discovered routes by predicting a unique
network. Moreover the central motivation forstructure of network and the availability of
designing ECMP is for maintaining multi- particular hardware components. In 12MR, the
constrained QoS routing with less energysource node employs two routes for transmission
consumption. However in MCMP, nodes randomlydata and maintains only one backup path to the
choose its next-hop neighboring sensor nodedirection of the operational command center. In the
without consider the amount of energyroute discovery three stages are identified; first
consumption across selected link. therefore whestage, every source node chose one gateway node to
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be its primary gateway node and then build then the other hand, the FEC method which is used to
shortest possible path to the direction of thealculate ECCs and retrieval of the original
gateway node. After that, in the interference-zonmessages will require high control overhead.
marking stage, one and two-hop neighboring nodes

of every intermediate node among the first route arl6.9 Energy-aware QoS routing protocol

marked as the interference zone of the primamx practically QoS aware protocol for sensor
path. Finally, in the last stage, the primary gatgw networks is presented by [91]. The Real-time tcaffi
node decides the most suitable quadrants where tisecreated through imaging sensors. The presented
secondary and backup gateway nodes will becheme expands the routing approach in [92] and
chosen, these quadrants are decided based on tifies to discover a lowest cost and energy efficien
location of the source node. Moreover, the mogiath that meets certain end-to-end delay through th
suitable gateway nodes can be positioned outsidgennection. Therefore, the link cost employed is a
the interference range of the primary gateway nodenction that captures the nodes’ energy preserve,
and the distance between them should be lesgeansmission energy, error rate as well as other
when compared with other gateway nodes. Owingommunication parameters. In order to support both
to the high complexity of the zone-markingoptimal attempt and real time traffic
algorithm, this method cannot effectively construcsimultaneously, a class that based queuing model is
interference-minimized paths. Furthermore, sourcesed. The queuing model permits the service
nodes construct the three shortest paths Isharing for real-time and non-real-time traffic.eTh
minimum hop count toward the three separatbandwidth ratio is defined as primary value set
gateway nodes to decrease the effects of wirelewoughout the gateway and represent the amount of
interference between the successive nodes alongandwidth to be devoted to the real-time and non-
path. On the other hand, in this protocol the dateeal-time traffic on a particular outgoing link in
transmission over long hops increase packet logsase of a congestion. The protocol discovers a list
ratio because of the time-varying properties of-lowof lowest cost routes by using an expanded version

power wireless links. of Dijkstra’s algorithm and picks a path from that
list which meets the end-to-end delay requirement.
16.8 Energy-Efficient and QoS-based In Table 4 which is present below, identified some
Multipath Routing Protocol (EQSR) QoS in multipath routing protocols namely

Energy-Efficient and QoS-based Multipath RoutingdMSPEED, MCMP, ECMP, DCHT, EQSR,
Protocol (EQSR) [90] is a currently recommendedEnergy- Efficient Multipath Routing and 12MR.
protocol designed to achieve reliability and delayrhe protocol standard benchmarks just like fault
requirements of real-time applications for sensaiolerance include several criteria to evaluate its
networks. EQSR enhance the reliability by applyingrocesses. These are Path Disjointedness, Route
lightweight XOR-based Forward Error CorrectionMaintenance, Traffic distribution, Number of paths,
(FEC) schemes, that advances data redundancyRath chooser and improved performance
the transmission of data procedures. Besides ¢thatparameters. To enable precise assessments and
facilitate accomplish the delay conditions of theefficacy of each routing, these mechanisms were
different applications, the protocols employ aapplied for every protocol, whether it is operasion
service differentiation method through theinvolves partially disjoint or node-disjoint, which
utilization of a queuing format to control real &m first or second paths are active or non-active, or
and non-real time traffic. EQSR initiate operationgven some of the paths do not have any route
by spreading the HELLO message to every sensaraintenance paths, examples, DCHT and ECMP.
node. At this stage the sensor nodes gath&toreover Per-packet splitting and multiple copies
information concerning the cost of transmittingadat of each packet being used by the protocols, Number
through neighboring nodes. The second stagsf paths each protocols takes to transmit data from
involves the sink node beginning the routesource to destination. The reliability and data
discovery procedures through broadcasting of routdelays, estimation of network lifetime and
request message to intended neighbor nodtroughput.

Intermediate node request to choose the most

intended next hop neighboring node to the directioh7. OVERALL DISCUSSION:

of the source node. The procedures keep on until

the source node receives a route-request messdtféicient energy, fault tolerance and QoS multipath
broadcasted through the sink node. While EQSPRouting protocols are some of the essentials
decrease transmission delay and improve reliapilitgomponents in wireless sensor networks because
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balanced routing decreases energy expenditure investigate the possibility of discovering the
sensor nodes. An efficient energy multi-pathvarious energy-aware protocols to maximize
routing have the capability to discover multipleefficient energy conservations and to ensure
routes with high time-efficiency and energy-efficient and reliable data transmission.

efficiency. The load balancing algorithm attempts

to apportion traffic to every route optimally REFERENCES

resulting in node energy efficiency, lower average
delay and control overhead. Fault tolerant routinfl].
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achieve this task, source nodes apply erasuf2].
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Table 3: Fault Tolerance Multipath Routing Methods
Features Path | q
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Protocols ess Parameters
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N-to-1 Source
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te nodes
Not Source
Node- Not Per-packet | . . node *Reliability
H-SPREAD disjoint mentioned splitting limited intermedia| *Security
te nodes

508




Journal of Theoretical and Applied Information Technology

20" January 2014. Vol. 59 No.2 P
© 2005 - 2014 JATIT & LLS. All rights reserved- T
ISSN:1992-8645 www.jatit.org E-ISS1$17-3195
Table 4: QOS Multipath Routing Methods
Features | q
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