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ABSTRACT

Wireless sensor nodes are mostly used in extremeoements, especially at remote and hostile areas
including battlefield, volcanoes and underwaterug;ht is difficult to replenish the energy souwfethe
sensor node once it is installed. In order to prolthe lifetime of the nodes, we propose a newimgut
algorithm that can achieve significant energy coresion in WSNs, known as Two Stage Chain Routing
Protocol (TSCP). The main objectives of TSCP imtoimize the total energy consumption, achieve more
load balancing and increase the network lifetimeghwinore stability compared with other routing
algorithms, for examples Chain-Cluster based Mixedting (CCM) and Chain-Chain Based Routing
Protocol (CCBRP). TSCP algorithm divides the semssiwork into multiple chains and work within two
stages. The first stage is dividing the nodes tozbatal chains that include all sensor nodes wittie
same row and the second stage is forming a vediwdh that includes all chain heads. The mechafasm
selecting the heads in each row is sequentiallgehavith all the heads belong to the same columthd
second stage, the node with maximum residual eremgyngst the chain heads will be the main head that
functions as a gateway to the base station. Simounlaesults show that TSCP outperforms CCM and
CCBRP in overall energy conservation, network ilifet and stability.

Keywords: Wireless Sensor Network, TSCP, CCM, CCBRP, Chain Protocol

1. INTRODUCTION starting from the farthest node to the base station
then the second farthest and so on so forth. As a

Wireless sensor networks includeconsequence of the death of some nodes because of

numerous sensor nodes which mainly depend onttee depletion of energy, the network system will be

limited power supply as an energy source and it inreliable and not robust.

not effortless to recharge or replace when the

battery run out [1]. These sensors collect the da

from physical environment such as (humidity

temperature, vibration, noise and so on) and se network is tied with the lifetime of the sensor red

the sensed data to a base station [2]. The mane sh . :
of energy in WSNs is consumed by datfy enhancing the use of the battery in each node

transmission, which is composed of transmittin 21. Such as: Power Efficient Gathering in Sensor
' P nformation System (PEGASIS) [4], Low Energy

and receiving the sensed data [3]. The simplest WAL i . .
P o daptive Clustering Hierarchy (LEACH) [5],
for data transmission is direct transmission. le thChain-CIuster based Mixed routing (CCM) [6]

method of direct data transmission, without takin . ! .
in consideration the locations of the sensor node%:,ha'n'Challn based routing _protocol (CCBRP) [7]-
we want to compare which group is the most

sensor will sense the data and send it directir¢o energy efficient we will find out that the chain-

base station. Therefore, the node which is t ased routing algorithm ranks best among all other
farthest from the base station will die very fas . g alg - 9
Igonthms energy efficiency and network

because of the far distance between the node az1calability for the networks which have hundreds or

base station and the transmission over a Ior{ ousands of sensor nodes [2]. In this paper we
distance needs more energy [3]. This means tha : pap

. ropose a routing algorithm which is oriented on
there would be uneven energy consumption amo

S GASIS routing algorithm. This algorithm
sensor nodes and sensors will die one by one : . .
involves two stages of chains which are horizontal

Research has been done to extend the
ﬁ?espan of the sensor nodes and consequently the
ngtime of the network because the lifetime of the
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and vertical, and it's applicable only on the nattvo Routing Protocol (BCBRP) by dividing the network
systems which have sensor nodes deployed in a giido specific numbers of sub-networks. In BCBRP
formation with predetermined distance betweethey implement the chain structure to achieve more
nodes such as housing area. This algorithm &fficient energy consumption and this protocol
suitable for WSNs in the utility of gas, electncar work within three stages. The first stage divide th
water remotely. The improved algorithm achievesntire network into equal size sub-networks, the
three objectives that include more energgecond stage is the election of a bridge node for
efficiency, better fairness amongst sensor nodds asach sub-network and the final stage is the chain
extended network lifetime. construction which done by connecting the sub-
networks through the bridge nodes.
2. RELATED WORK

A lot of works have been done for Some others came up with a hybnd

improving routing algorithms and one of thosePrOtOCOI based on chain routing and hierarchical

: . - L fouting such as Chain Routing Based on
algonthms is Power Efficient Gather_lng n SenfSOE:oordinates-Oriented Clustering (CRBCC) [9]
Information System (PEGASIS) which is Chaln'Cluster—Chain based Routing Protocol (ECCP) [10]

based routing protocol. The major idea forandachain—cluster based routing algorithm (CCM)

PEGASIS is that each node should receive fro .
. ]. In CRBCC they came up with a two layer
and send to the closest neighbor and take ture toEerarchical algorithm. The algorithm start at

the chain head to transmit the sensed data to t erming an equal number of clusters based on Y

base station [4]. It constructs the chain by utit coordinates, and then the nodes within the cluster

the greedy algorithm and gathering the data is do%?eate a chain and then the elect a head depending

by each node receive the data from the closest . :
neighbor and fuses the data with its own data angci1 X coordinates, after that, those heads will telec

. . one of them randomly to work as main head and
then transmit that data to the closest neighbdhen :
chain [4]. The main advantage of this algorithm isSenOI the aggregated data to the base station. The

the low enerav consumotion. However the Olelaadvantage of this protocol is higher efficiency in
9y ption. ' nergy consumption and also decreased

caused by transmitting the data to all members Wansmission delay but the main disadvantage is the

the network and gathering it in one node which i . .
the chain head then transmitting it to the bas%}verhead caused by dynamic cluster head selection

station is the main drawback of this algorithm " each round. In ECCP the work is close to the
9 ' work in (CRBCC) but instead of forming cluster in

The author in [8] has done an&Vvery round they divided the network into static

. : .clusters and form chains among the nodes within
improvement on the greedy algorithm used in

PEGASIS. The new algorithm, Distance-basegje same cluster and each sensor node receive from

- . and transmit to the closest neighbor they aimed to
Energy-efficient Routing Protocol (D.ERP)' SeleCtsextend the network lifetime together with the
a pre-head to send the data to the sink on behalf 9 .

: : . reduction of network overhead. In case when a node
the head if the pre-head is closer to the sinkn thed.

when the enerav of the pre-head is almost depletoifS the cluster head sends a message to the base
gy P P€%Hhtion to tell that a node die and need to reereat

a new pre-head. will be se_Iected inst_ead. Tht?]e cluster again in the next round. The
advantage of this scheme is to distribute thSisadvantage of this network is in fixed clustérs,

‘r’lvgrrlglo?ﬁereeq?salg rig]i?]ngrsaivf/g(;crl?dtﬁz. ?g-ﬁheigt:v?é not allowed to add more nodes to the cluste}.[10
' ! P o that when a node died in a network system, it is

die faster than other nodes and time by time HOd%%t possible to replace it with another one. They

which became pre-head will die one by one. .. : s
. . utilize grid manner network to distribute the senso
Consequently, the system will be not reliable

because many nodes lost near to the sink while tﬂgdes in CCM, they deal with the network as an

; ) . afray of nodes and each node has a fixed place with

nodes far from the sink still working. Another_ : .
) . xed location based on 2-coordinates. The protocol

disadvantage will happen as a result of the dea L ' .

works within two stages. The first stage is based o

which happened to the nodes near to the sink, tt]a rming many chains depends on chain routing

nodes which are far from the sink will consume to%lgorithm and each row in the network will be an

much energy to send the data to the sink or to tri] dependent chain and there will be a periodicrthai

chain h?ad' and this will speed up the depletion Yead selection which receive the aggregated data
energy in those nodes (after losing the nodes th d fuse it with its own data. The second stade, al

were close to the sink). The author in [2] came up, _. , .
with new algorithm which is Balanced Chain-Base hain head nodes gather as a cluster in a self

s
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organized manner by taking the advantage & All the nodes have the ability to transfer data to
hierarchical routing technique and send the fused the base station.

data to the cluster head which send it to the bade Each node in the first stage transfers its data to
station [6]. The advantage of this algorithm is the the closest neighbour which leads to the Chain
fast packet transmission in comparison with others. Head.

However it is still has a small drawback which iss- The packet length k is 2000 bit.

consuming extra energy in the second stage whén At the beginning all nodes are homogenous and
they send the data to the head using clustering have the same energy.

technique, as we know clustering consume more

energy than chain mechanism. 4. TWO STAGE CHAIN

ROUTINGPROTOCOL (TSCP).
_Another_|mprovement has been done b_ased This algorithm tries to take the advantages
on chain technique when they came up with 8f the previous algorithms and utilize them in one
chain-chain based routing algorithm (CCBRP) [7] P 9

in this protocol they also applied grid distribwgtito algorithm. Such as the use of (xy) coordinates to

deploy the sensor nodes and they consider tﬁjgud_e which node. IS the_cham head in specific
network as an array exactly like CCM but inSensing round. In this algorithm we propose that th

CCBRP they totally depend on chain routin pame model which used in CCBRP and CCM

mechanism to improve the algorithm. Theg/vhlch can be applicable for housing area with

conide each row 3 chain, this potocol wordEECTIY o SAU Siche wih pe-deermines
within two stages. The first stage is formin ' y

horizontal chains by considering each row as%gork within two stages which are:
chain and selecting chain head randomly t . : .
aggregate the data from other chain members bas%a Stage 1 (forming the horizontal chains)
on greedy algorithm. The second stage starts when .
then the chain heads will form a vertical chain an

randomly select a main head (head of the heaa“éhaIn (each row will consider as a chain), the

then send the aggregated data to the chain head tR Iec'uqn would be bas_,ed on periodic way. At the
same time all heads will be at the same column to

from the chain head to the base station [10]. Thi crease the enerav consumed as much as possible
was a brief review for the most related work to ou ) 9y P )
he nodes will receive the data from the closest

proposed algorithm TSCP. The table below is

showing more details about the related work anlaelghbor and fuse the data with Its own data then
nd the fused data to the next neighbor and so on
shows also how and what they used to evaluate t . -
: . . : so forth until all data reach the chain head. In ou
functionality of the previous algorithms. At theden - ;
. .~ _model we have 100 nodes divided into equal
of this paper, Table 1 shows the above algorithms
: . . . number of rows and columns (10 rows, 10
with the performance metrics, routing technique
and the simulation software that they used tﬁ

implement the mentioned algorithms.

olumns). This means that each node will be chain
ead 1 time only within 10 sensing rounds. The
nodes will sense the area and send their dateeto th
chain head using greedy algorithm. Normally after
specific period of time, when some nodes consume
big share of their energy, they will not be abletd
The model would be assumed for ouras a chain head then it would be not possible to
algorithm is square area with specified dimensiongelect a chain head sequentially, in that time we
to be more compatible with the proposed algorithraonsider the maximum residual energy in each node
TSCP and the sensors in that area are deploygfiselect the chain head and avoid data losing. We
within specific distance between each node and it&n see a summarized description for the operation

neighbor as you can see in figure (2), more detailst first stage in the flowchart in figure (1.a).
are clarified below.

1- 100 x 100 square meters is the area of the
model.

3. NETWORK MODEL AND ASSUMPTIONS

2- 100 sensor nodes used and deployed according Start
to pre-determined distance (10-meters between
each node and its adjacent neighbours).
e Round 1 —
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Next round N l
Forming horizontal Chain head with
chains maximum ener gy will be

the main head

l

END If nodeis
alive
Send datatoits If nodeis
chain head main head
Selecting chain heads
and normal members
¢ Recelve data from its
chain members
Send data toits 1f nodeis
chain head chain head
Next round
YES
Receive data from its
chain members
Figure 1.B: Flowchart Of The Second Stage In TSCP
Figure 1.a: Flowchart Of The First Stagein TSCP ©—+0—0—0—0 - 0—0—0-—0

ooowobxn—%%o

o~o-o~oco-€>-o~o~o~o

4.2 Stage?2 (formingthevertical chain) | o ey s s e |as we wen e

This stage starts after all the chain head| = © o j§>~ 80— O,“
collect the data from other chain members and no; o—-O—-O—’o—-o—q—@—wo o
they have to send the collected data to the ma| o - s - O o o | S Seuornode coondimes
head (head of the heads) by using the same way| ¢".s".s"%" W,%(ko d oy
stage one , which is receiving the data from th al FrT—
closest neighbor and fuse the new data with its ow ‘ s s an e
data then forward it to next neighbor and so on s
forth until gathering all the data in the main heac
then it will fuse its data with the collected dated
send it to the base station. The chain heads, as wi
mentioned, all of them within the same column, the
selection of the main head is depend on the amouynt
of residual energy in the nodes within the vertical’

O'O-0.0-O-C%(\(‘(\O

gure 2: Sample Of A Common Case Scenario of TSCP

SIMULATION RESULTSAND ANALYSIS

chain, the node with maximum residual energy will The protocol CCBRP has some drawbacks
be the main head. The flowchart in figure (1.bpnd these drawbacks are: the first one happen in
shows the operation in stage 2 of TCSP. stage (1) consuming too much energy in specific
nodes while few energy would be consumed in
Forming vertical chain some other nodes because of the head selection is
(containsall chain done randomly without taking in consideration that
heads) this random way might choose the same chain head

s
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more than one time while some other nodes miglite heads) which are ideal case and worst case. The
not be chosen, this leads to uneven enerdgeal case would happen when the chains heads
consumption among nodes. The seconselected on the same column then the distance
disadvantage happens in stage 1, the leadeould be the smallest probable distance between
selection might happen within nodes are far frorshains heads and as a result of this selection the
each other, and the consumption of the energgpnsumed energy would be the least consumed
according to equation (1), is mainly depend on thenergy in all probable cases because the consumed
square of the distance between nodes, (d this energy depends mainly on the square of the
case the consumed energy will increasgansmission distance as we mentioned earlier in
dramatically. function (1).

Table 2: Notations. In contrast the worst case would happen
when chains heads selected on the margins of the
sensed area and each head on the opposite side with
its neighbor, then the distance would be the fatthe
irwlprobable distance between chains heads and as a
result the energy consumption would increase
dramatically to reach the most consumption among

symbol Description

Et energy consumed during the transmission
Size of Data packet

The fixed distance between each node
its closest neighbor

Energy needed to run the transmitter gr

Ec the receiver all probable cases. Other cases would vary from the
Ea Energy consumed to run the amplifiet |ﬂeal case to t?ehworst case and_dmolstly évould be
Er Energy consumed during the receiving the average of the two cases (ideal and worst).

Figures (4) and (5) show the ideal and the worst
cases respectively for heads selection in stage 1 i
CCRBP protocol. In this paper we use 1st order
radio transceiver for the simplicity of estimatiting

The energy equation for transmitting a packet is:

Et(k,d) = Ec X k + Ea X k x d* @) energy consumed in transmission and receiving
) . . data packets. The energy consumption in this radio
The energy equation for receiving a packetis:  ransceiver mainly depends on the distance between

nodes and the size of data packet.
Er(k) =Ecxk ()

d
>
E.(1d)
1 bit packe Y Y 1Dit packet
I =1 Transmit Receive I
ot |

PRTY I
1 & ATTPHTCT o Electronics >

Electronics

I:\1«~x I € _mrx 1xg l'\!\\x I

Figure 3: Data Transmission Model In Ideal PEGASS.

S(x.y): Sensor node coordinates

—» : Propagation Direction

The third drawback happens in stage 2
Since the random selection of the main head noc
(the head of chain heads), some nodes will be tt
main head for many times while some others wil
act as normal chain head even if they have muds=
more energy or they have not been as a main head
as much as some other nodes. There must beigure4: Sample Of Worst Case Scenario In CCBRP
procedure for selecting the main head in stage 2 to
ensure an even energy consumption among all
nodes such as making a loop for periodic leader
selection in each round like the method of selgctin
chain head in stage 1 in CCM or depending on the
amount of residual energy like in TSCP algorithm.
Because of the above drawbacks the CCRBP
protocol would have two contradictory cases of
choosing chains heads and main head (the head of

@ : Normal Member

@ : Chain Head

@ : Main Head

s
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. . 0 500 1000 1500 2000 2500

Figure5: Sample Of Ideal Case Scenario In CCBRP Number of sensing rounds

The values of the consumed energy in this
model are as follows. The energy needed for
running the transmitter or receiver which is EAS we can see from figure (6) and table (3), our
circuitry (Ec) = 50 nJ/bit. The energy needed foprotocol has better performance than CCM and
running the amplifier which is (Ea) = 100pJ/bit/m2 CCBRP protocols in terms of load balancing.

The value of the energy consumption is directly

related to the square of the distance between nodeg. Network Lifetime and Stability interval

(d, we have (k) which refers to the size of data

packet, according to the assumption for the size of Stability period is defined as the interval of
data packet, k =2000 bits. We applied equations (line before the first node died and vice versa for
and (2) to calculate the energy consumption fdpstability period [10]. Although the lifetime ohé
CCM and CCBRP and TSCP algorithms theretwork is long, without long stable interval, many
compare between them using the energfpore information cannot be collected from the
consumption, Load Balancing, Stability Period angensing field. So that, extending the stabilityigr

Figure 6: Total Remaining Energy Over Round.

Network lifetime metrics. during the Network lifetime is crucial factor for
many applications [11]. Figure (7) shows the
5.1. Load Balancing number of nodes that stay alive during the

simulation time while figure (8) shows the
The percentage of the whole residuaPerformance comparison of Network lifetime
energy in the network after the first node died i§lepends on the rounds of first node died (FND) and
called load balancing. If the network has lowefast node died (LND).
percentage of residual energy it means that it has Taple 4: Percentage Of Dead Nodes Over Sensing
higher load balancing. Figure (6) shows the residua Rounds
energy of the network in each sensing round. Table

3) sh_ows the to'FaI remaining energy in the network Number of nodes 1scp | ccerp|  ceMm
after first node died. died
1% 1582 1227 1209
Table 3: Percentage Of Total Residual Energy In The 10% 1919 1471 1342
Routing Protocol Residual Energy percentage 100% 2348 2041 2146
after first node died
TSCP 26.8 % From table (4) we can see there are around
; 29% and 30% improvement when the first node
CCM 27.9% died in TSCP, in comparison with CCBRP and
CCBRP 34.1 % CCM respectively. Later, this improvement
becomes 30% and 43% when 10% of the nodes

died. Then the improvement becomes around 11%
and 29% when 50% of the nodes died. Finally the

s
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improvement is around 15% and 9% when all node
died, in comparison with CCBRP and CCM,
respectively.

£
(5]

=Y
o

100

[
(5}

90

[
o
T

80

(43}

70

60

_
(5]

50

Total energy consump tion
B N

40

Number of alive nodes

30

s soisscienndb nowstpgaanss ,,,,,,,,,,,,, e NG R 0 500 1000 1500 2000 2500
i : : ‘ Number of sensing rounds
: : : ‘, Figure 9: The Total Energy Consumption Of The
D 1 1 i ‘LS
0 500 1000 1500 2000 2500 Network Per Round.

Nurmber of sensing rounds 6. CONCLUSION

Figure 7: Number Of Alive Nodes During The Sensing In this paper, we explained a TSCP routing

Rounds. algorithm for wireless sensor networks. The
2500 algqrithm divides_ the netw_ork into number of
chains, each chain has a fixed number of nodes
2000 similar to other chains. The proposed algorithm
L 1500 WOI’!(S in_ two stages, in the first stage one _node in
O FND chain will be chain head and then sequentially all
- 1000 other nodes within the chain will act as a chaiache
WLND in different rounds. The second stage involves
- 500 creating a vertical chain, which includes all chain
L0 heads then select the node that has the maximum
CCM  CCBRP  TSCP residual energy to be the main head (head of the
heads). In this algorithm we could achieve three

Figure 8: Performance Comparison Of Network Lifetime main obje_ctl\_/es which are: more stable |nte_r val n
Using FND And LND Metrics. network lifetime because the first node died in

TSCP after 1582 sensing rounds while the first

From figure (7) and figure (8), it can be clearlynode died after 1227 and 1209 sensing rounds in
seen that TSCP has better performance tha'CBRP and CCM, respectively. Secondly, there is
CCBRP and CCM in terms of Network lifetime anda small variation in the time of nodes death, it
stability interval during the Network lifetime. T™i means that the network will work with the
behaviors ensure that there is always significafhaximum possible number of nodes for longer time
improvement in energy saving and networkn comparison with CCBRP and CCM, i.e. it is

stability especially for large scale networks. more robust. Moreover, we could achieve better
fairness amongst sensor nodes then it will lead to
5.3. Energy consumption better load balancing and extending the network

lifetime when the all nodes died after 2348 sensing

Figure (9) shows the total energyroundsin TSCP while all nodes died after 2041 and
consumed by the sensor nodes during the netwo?#46 sensing rounds in CCBRP and CCM
lifetime. It is obvious that TSCP consumed lessespectively. Thus, TSCP enhances the overall
energy in compare with CCBRP and CCM. Theetwork lifetime around 9% and 15% in
reduction in power consumption in TSCP is mainlgomparison with CCM and CCBRP, respectively.
because of the small transmission distance between
nodes, the mechanism of forming the chain in the
second stage and using the node with highest
residual energy to be the main head of the network.

e
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Table 1: Smulation Software, Performance Metrics And Routing Technique Used In Each Algorithm

r

Algorithm name Simulation tool Performance metiic(s Routing technique
PEGASIS [4] C-based simulation Network life time ah
DERP [8] Not mentioned Energy consumption and Chain
transmission delay
BCBRP [2] Not mentioned Network life time Chain
CRBCCJ[9] Not mentioned Energy consumption and Cluster and Chain
transmission delay
Network lifetime, stability period
instability period, load balancing,
ECCP [10] Matlab energy consumption, network | Cluster and Chain
throughput, communication
overhead
scalable wireless ad-hoc
CCM [6] network simulator Energy x Delay Chain and Cluste
(SWANS) based on JAVA
CCBRP [7] JAVA program Energy x Delay Chain
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